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KUNTHAVAI NAACCHIYAAR GOVT. ARTS COLLEGE FOR WOMEN
(AUTONOMOUS ) THANJAVUR -7

I. VISION ]

dissemination of adequate, reliable and credible statistics on

environmental aspects at all the required leve

structure so as fo enable objective decision making within and outside

The vision of the department is to equip the statistical system

for timely
economic, social and

Is of disaggregation within its decentralized

the Government,

stimulate research and promote informed debate on all aspects affecting the life of people.

11. Mission

The mission of the department is to streamli

ne and modernise the statistical system

to ensure adequacy, quality, reliability and timeliness of official statistics.

I11. PROGRAMME OUTCOME(PO)
After the completion of B.Sc., Statistics CBCS Programme,

the students will be able to:

PO | Focus of PO (F) Program Outcomes
1 Nature and Acquire the basic knowledge to continue and completean advanced degree
Objectives
hypothesis, . : : !
Prepare for lifelong learning and successful careers usingtheir
theory and : s .
2 g mathematical and statistical skills
ystems
3 Associationand | Apply their knowledge to retrieve, analyze andassimilate
interactions information
Reading and ; o )
4 s uahzga s IAfford the opportunity to pursue studies in a disciplineother than
: Statistics
skill
Reasoning and : _— :
it Develop oral and written communication skills that allowthem to
5 relating the : g 5
present the information effectively
problems
Observation and | Procedural knowledge that creates different types of professionals
6 abstracting related to subject area of Statistics, including professionals engaged
complex issues | in government/public service and private sectors )

ogr =5 mﬁ‘@/m;
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IV.Programme Stucture

KUNTHAVAI NAACCHIYAAR GOVT. ARTS COLLEGE FOR WOMEN
(AUTONOMOUS ) THANJAVUR -7
POST GRADUATE DEPARTMENT OF STATISTICS

B.Sc.. Statistics., Course Structure under CBCS
(For the candidates admitted from the academic ye

ar 2022-2023 onwards)

; o " T eeam | Marks W
| Semester | Part ‘ Code Subject i _[ o | Exam L ———— Tqtal
Code Title of the Paper Hrs Credit | 1A | EA ota
n | Grim(E s Faddunb), fpsms,
1 LC1 22K1TI Beoddw s, LS anEHHLEITD. b 3 3 25 ) T8 100
- | FIp Bloodalil gD
2 1 ELC 1 | 22K1El English for Effective Communication-I 6 3 3 5 | 75 100
el 22K1501 Descriptive Statistics 6 f 3 5| 75 100
- - el
-~ cc ) 0 e
1 AP Practical - 1 (Descriptive Statistics) 3 - = = - =
» e e e | —————
~ W | act | 22K18ASI Statistics and Mathenvatics -1 4 4 3 | 25|75 | 100
- AC Stalistics and Mathematics — 11 3 i i i : _
2(P) {Practical) ]
- IV | VE 22KIVE Value Education 2 2 i |25 5| e
ol TOTAL | 30 18 500
G n(E s SEne0 [Faedalunb) L Bemis,
v 1 ez |22Ke12 s GprLh Beodmemid, S 6 3 3 |25| 75| 100
ot AR S
J . . n .
1l ELC2 | 22KIZE2 English for Effective Communication-11 6 3 3 25115 100
>
I CC | pkasuzp | Pracicall(Descripive Statistics) Wl 3 |40 | 60 | 100
3 (P)
cc3 | 22K2503 Er"'?“bl""'-" Thsory sed Random 6 6 3 25| 75| 100
< 1 ariables
«
';:CP] 2IKISAS2P | Statistics and Mathematics — 1 2 3 3 |40 | 60 | 100 j
“ AC3 | 22K2sAss | Statistics and Mathematics — II 0 i 3 |25 75 | 100
3 v ES 22K 2ES Environmental Studies 2 2 3 25| 75 100
TOTAL | 30 11 700
3 Qeinysi{sriinse), 8. mm)EemL.
I LC3 22K3T3 SgiEd (P oL sbsT, Bt 6 3 3 25 | 75 100
j Iy 60T [0
n ELC 3 | 22K3E3 English for Effective Communication-111 b 3 3 25 | 75 100
.ﬁ = Fi A
A CcC 4 22K3504 Discrete Distributions 6 6 3 251 75 100
9 1 cC5 Practical 11 (Bivariate Random Variables
1 ) & Fitting)
- AC 4 | 22K3SAS4 Operations Research— | 5 4 3 l2s| 75 | 100
AC Operations Research — 11 3 5 . - s .
2 5(P) ) B EeE
- IV [ME1 | 22K3SELO1 | Statistical Methods 21 3 3 |25 | 75 | 100
ZZKBECCSI 1 mﬂme Exam Skills (Contents in
ECCI 3 = * 3#* 3 = - 100
22K3ECCS1:2 | MOOC(Value Added Course)
ECC2 Computational Statistics (Add on Course) | - 4 - - | - =
; L— TOTAL | 30 | 18 500
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I | LC4 22K4T4 piLmd Gungidad e, gl @edau |0 3 3 28| 18 1o
— = oapenmy 00 e e —
] ELC 4 22K 4E4 English lor EMective Communication-1V 0 i 3 25 75 100
cesi | 22Kas05p I:nll:'lligl':ﬂ 11 (Rivariate Random Variables | (21 i 3 a0 | s 100
& Fitting) i
CC 6 22K4506 Continuous Distributions 5 5 3 25 | 73 100
1 e e bl = ]
N . 3}}5 22KASASSP Operations Rescarch - 11 3 3 40 | 60 100
ACG IIRASASH Opemionsfmarn = | 4 | 2 | 3 [as7s | 1o
NME 2 [ 22K48F1.02 IVio- Statistics 2 2 k] 25| 75 100
IV - = . —= i R ] sl =
SBEC 1 | 22K48BEC] Life Skills 2 - 3 25 15 100
BT DN — e -1 e e T [
BRI Quantitative Aptitude
ECC3 — — 3 3 100
2IRAECCST2
ARG MOOC(V alue Added Course)
TOTAL | 30 23 00
cc 7 22K3507 Statistical Inference - |1 5 5 3 25 | 75 100
23K5508 =T T e
cC 8 Sampling Techniques 5 5 3 25 | 75 | 100
e e
cc o SR Design of Experiments o 3 3 3|5 e
| ccigpy | 22K58101 Practical - 111, (Sampling & Design) 5 3 3 40 | 60 100
20KSSELSI1 | Simulation and Inventory Control
MBE 1 —1 5 5 3 25 75 100~
v 22KSSELS1:2 | Fuzzy set Theory
22KSSBEC2:1 | Statistical Survey Analysis
SBE C2 2 2 3 25| 15 100
22K5SBEC2:2 | Demographic Methods
22KSSBEC3: | External Internship
v SREC3 22KSSBEC3:Z | fpiernal Internship - 2 50 | 50 b
22K358BECY3 | picld work
SsSD 22K555D Soft Skills Development 2 2 3 251 75 100
TOTAL | 30 29 80D
ccl 22K6511 Statistical inference 11 7 6 3 25| 1 100
cC 12 22K6S12 Numerical Analysis 6 5 3 25 | 75 100
fJC(PJ 20K6SI3P | Practical - 1IV( Inference 11 & Numerical ) | 6 6 3 |40 60| 100
m 22K6SELS2:1 | Statistical Quality Control
MBE i 5 5 3 100
¢ 22K6SELS2:2 | Bayesian Inference 2
Vi 29K6SELS3:1 | Programming in *C’
: . 5 |
MAE 2 29K6SELS32 | Stochastic Processes 8 3 BT 00
GS 22K6GS uredsudssoall (Gender Studies) 1 1 i 25| 75 100
V | Extn. - : Extension and Extra Curricular
Act. FRGEA Activities . ! : = [P =
TOTAL | 30 30 600 |
GRAND TOTAL | 180 | 140 o

LY,

FCC- Extra Credit Coursel.2,3 : Total credits 10




V.Electives
B.Sc., Statistics - List of Elective Courses 2022-2023

Semester V |Major Based Elective | Code Semester 1V |Skill Based Elective 1 Code
MBE:1{Simulation and Inventory Control R2K5SELS| SBEC | [Life Skills — Universal Human P2K4SBECI
MBEI:2|Fuzzy set Theory P2KSSELSI Semester V |Skill Based Elective 11

Semester V| Major Based Elective 11 SBEC 2:1[Statistical Survey Analysis ~ R2ZKSSBEC2
MBE2: 1[Statistical Quality Control 12K 6SELS2 SBEC 2:1 Demographic Methods 2K SSBEC2
MBE2:2|Bayesian Inference 22K6SELS2 Semester V|Skill Based Elective 111

Semester ViiMajor Based Elective 111 SBEC 3:1|Internship — External PIKSSBEC3
MBE3:1|Programming in ‘C’ DIK6SELS3 SBEC 3:2|Internship — Internal P2KSSBEC3
MBE3:2|Stochastic Processes SBEC 3:3|Field Work D2KSSBEC3

Non Major Elective - Semester 111
SLNO Course Title Code Department
R e CYETAT PIKITELOI Tamil
2 ENGLISH FOR ENHANCED COMPETENCE -1 P2KIENELO! English
3 History of freedom movement 22K3IHIELOI History
4 BASICS OF INDIAN ECONOMY P2K3IECELO] Economics
5 Operations Research-| P2K3IMELOI Mathematics
6 Laser Physics R2KIPELOI Physics
7 Agro chemistry 22K3CHELOI Chemistry
8 Mushroom Technology P2K3IBELOI Botany
9 Poultry science P2K3ZELO] Zoology
10 Geography for Competitive Examinations | 22K3GELO1 Geography
11 Statistical Methods P2K3SELOL Statistics
12 Introduction to IT P2K3ICSELOL Computer Science
13 [Basics of Insurance 22K3COELOI Commerce
14 [Introduction to Principles of Management DIK3IBBELOI Bussiness Administration
Non Major Elective - Semester 1V
SLNO Course Title Code Department
! O EUUILI(LPLDSLON(LPLD D2K4TELO2  [Tamil
2 ENGLISH FOR ENHANCED COMPETENCE - Il 2K4ENELO2  |English
3 Panchayatraj with special reference to Tamilnadu P2KAHIELO2  [History
4 ECONOMICS FOR COMPETITIVE F2K4ECEL{12 Economics
EXAMINATION
5 Operations Research- 11 22K4MEL02  |Mathematics
6 Solar Energy 22K4PELO2 Physics
7 ydro Chemistry P2KACHELO2 | Chemistry
8 |Horticultural practices and Gardening, 22K4ABELO2 Botany
9 Vermiculture R2K4ZELD2  [Zoology
10 Geography for Competive Examinations 11 R2K3IGELO2  |Geography
11 |Bio- Statistics 22KASLELO2 Statistics
12 [Fundamentals of Web designing D2KACSELO2  [Computer Sclence
13 General Commercial Knowledge R2KICOELO2  [Commerce
14 |Introduction to organisational behaviourcode PZKABBELOZ_|Bussiness Administration
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VL. Details on the number of courses and credits — UG Programmes

2 No. of Instruction ;
Course Course Title Tt i Credit
Part | Tamil 4 24 12
Part 11 English 4 24 12
Core Course 13
6
sl (Theory & Practical) (9+4) s i
Allied Course 6
18
AE (Theory & Practical ) (4+2) 2
MBE Major Based Elective 3 15 15
Skill Based Elective 3 4 6 |
Soft Skill Development 1 2 2
Part IV Non Major Elective Course ) 4 4
(NME)
Environmental Studies 1 2 2
Value Education 1 2 2
Extension Activities - - 1
5 Gender Studies ] 1 1
Total 39 180 140
VII. SEMESTER - WISE COURSE STRUCTURE
Semester Course Core Course Total Ins. Hr/ Credit
Papers | week
1 LC],ELC],AC],VE CCl. 5 30 18
11 LC2, ELC2, AC2(P), AC3, ES CC2(P), CC3. 7 30 2
111 LC3, ELC3, AC4 NME-1. CC4, 5 30 18
v I24C4, ELCd,ACS{F],ACﬁ,SBECI,NME C5(P), CC6. 8 10 23
CcC7,CC8
C2,SB SD. 2 2
v MBE 1, SBEC2,SBEC3,S5D CC9.C10(P) 8 30 29
CCl11,
Vi MBE 2,MBE 3, GS -1 CC12, 6 30 30
C13(P)
LC-4, ELC-4, AC-4,AC(P)-2, cc-9
TOTAL | NME-2, MBE-3,SBE-3, CCP-4 39 180 140
EVS-I,VE—I,GS-I. .

Extension activity- No hours, No Exam, Credit -1.
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEM 1 | CC1 [DESCRIPTIVE STATISTICS 22K1S01 | Inst.Hrs:6 | Credit: 6

Course objectives:
1. The course aims to introduce the basic concepls in statistics.
2. Learning the preliminary tools and concepts (diagrams and graphs)
3. To make the students aware of different type of data sets .
4, To solve graphical representations introducing of descriptive statistical measures,
including those for two variables.
Course Outcomes:

Cos Statements
Describe the basic concepts in sample surveys and data, Knowledge of Statistics
Co1 scope and importance in various areas such as Medical, Engineering, Agricultural
and Social Sciences elc.

Determine the various Statistical organizations in India and their functions

co2
for societal developments.
Estimate the various types of data, their organisation and evaluation of
Co3 summary measures such as measures of central tendency and dispersion
etc.
Describe the relationship and the direction of association between two
CO4 variables. Develop the acquired knowledge to find relationship between
More than two variables.
CO5 Analyse the data reflecting quality characteristics including concepts of

independence and association between two attributes.

Unit - I: STATISTICS AND PRESENTATION OF DATA

Statistics — Definition — functions, scope and limitations of statistics - Primary and
Secondary data — Methods of collecting Primary data and sources of secondary data,
Classification — Definition — Objectives and Types of Classification Tabulation — Steps in
tabulation and types of tables, Diagrams — Uses of diagrams — Types of diagrams — Bar diagrams
— Simple, Component, Multiple and Percentage bar diagrams, Pie diagram, Graphs — Uses -
Types of graphs — Histogram, frequency polygon, frequency curve and ogives.

xt BookChapfer 2 (Sec: 2.1-2.2) Text Book Chapter 1 (Sec: 1.1 - 1.4)
AInit - I1: MEASURES OF CENTRAL TENDENCY

Measures of Central tendency — Definition and Properties — Types of measures of Central

/

tendency — Arithmetic mean, Median, Quartiles, Deciles, Percentiles, Mode, Geometric mean,
Harmonic mean. Text Book Chapfer 2 (Sec: 2. 4-2.9),

Unit - 111: MEASURES OF DISPERSION

Measures of Dispersion — Range, Quartile deviation, Mean deviation and Standard
deviation and co-efficient of variation. Skewness and Kurtosis — Definition, Types and measures
of skewness and Kurtosis — Simple problems.

Text Book Chapter 3 (Sec:2.16,2.17)
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Unit -1V : CORRELATION ANALYSIS AND REGRESSION ANALYSIS

Correlation Analysis — Definition, types of correlation and propertics of correlation.
Methods of measuring correlation — Karl Pearson’s Method, Concurrent deviation method and
Spearman’s Rank Correlation. Regression — Definition — Properties of Regression co-efficients,
Regression equations and Regression co-efficients — Simple problems.

Text Book Chapter 10 (Sec: 10.1-10.7), Chapter 11 (Sec:11.1-11.4)

Unit — V: ASSOCIATION OF ATTRIBUTES

Association of attributes — Class frequencies, order of frequencies — contingency table —
finding missing frequencies — Yule’s co-efficient of Association.
Text Book Chapter 15 (Sec: 15.6-15.6.4).

Unit - VI : APPLICATIONS

Prepare the assignment for measures of central tendency problem. Contacted the quiz’s
program for Correlation, Regression and Association of Attributes.

Text Book

1. 5.C.Gupta and V.K.Kapoor - Fundamentals of Mathematical Statistics, sultan and
sons,

References Book
2. S.P.Gupta - Statistical Methods, sultan and sons. (Revised Edition 2001)

CO-PO Mapping for Descriptive Statistics

Pos
Cos PO1 PO2 |PO3 |PO4 |PO5 |PO6
(0(0))] 1 - - - 2 -
co2 |- - ] - - 1
co3 |- - 2 - - 2
co4 |- - 2 - : 1
CO5 |- 2 - - . 1

(High correlation -3, Moderate correlation-2), No correlation-(-).

5.5 £ lobes)un
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEM1 | AC1 STATISTICS AND MATHEMATICS -1 22K1SAS1 | Inst.Hrs:4 Credit: 4

Course objectives:

1. To develop the students ability to deal with numerical and quantitative issues in mathematics.
2. To enable the use of statistical and algebraic techniques wherever relevant.

3. To have a proper understanding of Statistical applications in mathematics.

Course outcomes:

Cos Statements
o1 Describe and discuss the key terminology, concepts tools and techniques used in
statistical analysis. Explore the principles and theory of probability sampling.
COo2 Understanding the methods of vital statistics.
CO3 Applying the methods of Matrix and used in mathematics concept.
CO4 Understanding the algebra methods.
CO5 Use appropriate method of matrix.

Unit—1: INDEX NUMBERS & TESTS FOR ADEQUACY

Index numbers — Definition, uses Problems in the constructions of index numbers.
Methods of index numbers — simple aggregate index. Weighted index numbers — Laspeyre’s,
Paasche’s and Fisher’s index numbers. Time reversal and factor reversal tests. Cost of living
index numbers — methods of construction (family budget method and aggregate expenditure

method).
Text Book 3. Chapter 3 (Sec: 3.1, 3.3:3.3.1-3.3.3) Chapter 3 (Sec:3.3.4,3.4,3.4.1-3.4.4, 3.5,

3.5.2-353 3.6

Unit—11: VITAL STATISTICS

Vital statistics — Definition — Methods Fertility — crude birth rate, specific birth rate,
general birth rate, total fertility rate, gross reproduction rate and Net reproduction rate — problems.
Mortality — crude death rate, SDR life table — uses — problems.

Text Book 3: (Sec: 9.1-9.8)

Unit — I11 :EIGEN VALUES AND EIGEN VECTORS
Eigen values and Eigen vectors — power of matrix, Inverse of matrix — Cayley Hamilton

— theorem (without proof) — simple problems.
Text Book 1; (Sec: 2.51-2.80).

Unit—IV :ALGEBRA
Algebra — Binomial theorem — Expansion of rational fractions, summation of the series,
ximation. Exponential series — expansion — summation of the series, logarithmic series —
summation of the series— simple problems.
Text Book 1: Chapter(1.1-1.87)

cfa
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Unit = V :MATRICES

Matrices — Definition, Types of Matrices — Operations on matrices, Hamilton matrix,
Orthogonal matrix, Rank of matrix. System of linear equations — Consistency — non-homogeneous
linear equations, homogeneous linear equations, simple problems.

Text Book 1: Chapter(2.1-2.80)

Unit- V1 :APPLICATIONS

To learn how to collect the samples. Prepare the assignment for Matrix problems.

Text Books -

1.5.C.Gupta and V.K.Kapoor - Fundamentals of Mathematical Statistics, sultan and
SOnSs.

2.A.Singaravelu — Allied Mathematics— (paper II) (1998)

3.8.P. Gupa - Statistical Methods (Revised Edition 2001)

4.S.P. Gupta — Fundamental of Applied Statistics.

CO-PO Mapping for Statistics and Mathematics - 1

PO s
Cos POI PO2 |PO3 |PO4 |PO5 PO6
Col |- . 3 . i 2
co2 |- - 1 - 2 -
Co3 |- - 2 - 5 -
co4 |- - 2 - - 2
CO5 |2 . - - - 1

(High correlation -3, Moderate correlation-2), No correlation-(-).

v
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[SEM1 | VE | VALUE EDUCATION _ [22KIVE  [Ins.Hrs.2 | Credit:2
B . _ STATEMENT el
’\ﬂm successful completion of the course, the students will be ablt to o
1 Know the value education by various religions. Kl |
2 | Learn and practice social value and responsibilities. K2 |
3 | Understand and start applying the essential steps to become good K2
leaders. _ ]
= Analyse the personal value, mind culture value personal health. K4 |
5 Collecting news details about value education and to encourage writing | K6
skills highlight moral value. |

Kl—Remfzmber, K2 - Understand; K3 - Apply; K4 — Analyse; K5 — Evaluate;

Kﬁ Create _ = . = ]
UNIT-1 0
1. Introduction: Definition of Value Education -~ Need for Value Education —

Teachings of values by various religions like Hinduism, Buddhism, Christianity,

Jainism, Islam etc.

UNIT- 11
2 Living & Social Values

2.1 Living Values: Peace, respect, co-operation, freedom, happiness, honesty,
humility, love, responsibility, simplicity, tolerance, optimism and positive
thinking

22 Social values: Love and Compassion, Sharing and Generosity, Politeness and

Courtesy, Gratitude, Duty and Responsibilities towards Society, Tolerance and
Unity.

UNIT - 111
3.1 Role of Visionaries and Leaders in Social Reforms: Rajaram Mohan Roy,

Mahatma Gandhi, Swami Vivekananda, EVR Periyar, Mother Therasa.

']_ Y
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Value Crisis:  Religious Fundamentalism  and Terrorism — Corruption in
e s AT N 3 Hhioe { \ i
Sectely = commerce without Fhics - Fducation without Character — Wealth
without efforts

lme Management

UNIT - 1V

4. Yoga: Teaching voga — Manavalakkalui- by Qualified Yoga Teachers — The aim
IS 10 acquire Physical Health -~ Mental Acuteness- Strength of Life Forces and
Wisdom - to achieve a holistic way of life- to take up and get involved in Social
Welfare Activities - to learn their commitment to society,

UNIT - V

3.1 Human Rights : Child Labour - Womens Rights — Bonded Labour - Problems
of Refuges.

3.2 Role of State Public service Commission: Constitution provisions and

formation-methods of recruitment - rules and notification , syllabi for different

exams - written and oral - placement.

Teaching Learning Process

12

lad

. Conventional chalk and board teaching.
. Class interaction and discussions.

. Power point presentations for important topics.

References

1.

2.

Radhakrinshnaan, “Religion and Culture™(1968), Orient paperbacks, New delhi.
Das,M.S.&Guptha,V.K.(1995),"Social Values among Youth Adults: A Changing

Scenario”, New Delhi.
Venkataiah. M(ed.), (1998), “value Education New Delhi, A PH Publishing

Corporation.
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

| SEM "l cC2P) ‘PRACTICAL—I{DESCRIPT]VE STATISTICS) I 22K2S02P | Inst.Hrs:6(3+3) | Credit: 3

Course objectives:

To provide students with demonstrate their understanding of descriptive statistical data.

Course outcomes:

Cos Statements

CO1 Understanding the frequency table. Draw the diagram and graph based on the data.
co2 Analyse the central tendency of the data.

Cco3 Analyzing the central dispersion of the data.

CO4 Describe the differences between variables.

CO5 Generate the regression equations

Unit - I :CONSTRUCTION OF UNIVARIATE AND BIVARIATE FREQUENCY
ency tables. Diagrams — Bar Diagrams

Construction of Univariate and Bivariate frequ
urves and Ogives.

and Pie Diagrams. Graphs — Histogram, Frequency Polygon, Frequency ¢
Text Book 1: Chapter 2 (Sec: 2.2-2.3)

MEASURES OF CENTRAL TENDENCY ,

Unit - I1 : COMPUTATION OF
Percentiles, Mode,

Computation of Arithmetic Mean, Median, Quartiles, Deciles,

Geometric mean and Harmonic mean.
Text Bookl: Chapter 2 (Sec: 2.4-2.9)
N OF MEASURES OF DISPERSION

Unit =111 :COMPUTATIO
Quartile Deviation, Mean deviation, Standard dev

Computation of Dispersion —

co-efficient of variation.
Text Book 1: Chapter 2 (Sec: 2.12-2.14),

F KARL PEARSON’S CO-EFFICIENT OF SKEWNESS

jation and

Unit — IV .COMPUTATION O

AND BOWLEY’S
Computation of Karl Pearson’s co-efficient of Skewness and Bowley’s co-efficient of
skewness, kurtosis.
Text Bookl :Chapter 3 (Sec:2.16)
RESSION EQUATIONS

OF CORRELATION, REG
f Correlation, Concurrent deviation method
uations. Testing consistency of

Unit - V: COMPUTATION

Computation of Karl Pearson’s co-efficient 0
and Spearman’s Rank Correlation. Computation of Regression eq
data and computation of Yule’s co-efficient of Association.

Text Book1 :Chapfer I(Sec: 2.3-2.9), Chapter 3 (Sec:3.1- 3.9, 3.13, 3.14)

Chapter 10 (Sec: 10.1-10. 7), Chapter 11 (Sec:11.1-11.4)

Unit - V1 . APPLICATIONS
Draw the diagram and graph base
dispersion of the data.

d on the data. Calculate the central tendency

e ——
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Kunthavai Naacchiyaar Govt. Arts College (W)Autonomous, Thanjavur

SEM 11] CC3 [PROBABILITY THEORY AND RANDOM VARIABLES| 22K2S03 | Inst.Hrs:6 | Credit: 6

Course objectives

1. To learn adapt to the distributions in the various fields (especially chance factors in all
disciplines)

2. To introduce the notion of probability, random variable and expectation, based on which
statistical theory and tools have been developed.

Course outcomes:

Cos Statements

Co1 Identify the type of statistical situation to which different distributions can be applied.
co2 Evaluate and apply moments, characteristic functions and random phenomenon

CO3 Use different distributions to solve simple practical problems

CO4 Ability to distinguish between random and non-random experiments

CO5 Discrete distributions expose the real-life applications.

Unit—1 :PROBABILITY

Random experiment, sample space, Types of events — Definition classical approach to
probability — Mathematical and Statistical definition, axiomatic approach to probability. Addition
Theorem & Multiplication theorem on probability, conditional probability, Baye’s theorem and
Boole's inequality with proof — simple problems.

Text Book1: Chapter 3 (Sec: 3.8 - 3.9).

Unit - 11 : RANDOM VARIABLE

Random variable — Definition — Discrete random variable — probability mass function -
Distribution function — properties — simple problems. Text Bookl: Chapter 5 (Sec: 5.1-5.3).

Unit — I11 : CONTINUOUS RANDOM VARIABLE

Continuous random variable — Definition — Distribution function of continuous random
variable — properties — probability density function — simple problems.
Text Bookl: Chapter 5(Sec: 5.4).

Unit = IV: MATHEMATICAL EXPECTATION

Mathematical Expectation — Definition — properties of Expectation, Addition and
Multiplication Theorems, variance, covariance, and its properties — Simple problems.

Text Bookl1Chapter 6(Sec: 6.1-6.4, 6.6)
Unit-V : BIVARIATE PROBABILITYP DISTRIBUTION

Bivariate probability distribution — joint probability mass function and joint probability
density function, joint probability distribution function, marginal probability density functions,
conditional probability density functions, conditional Expectation, conditional variance, stochastic
independence — Definition and simple problems.

Text Bookl: (Sec:6.9).
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Unit = VI :APPLICATIONS
Describe the axiomatic formulation of modern probability theory and random
variables. llustrate real-world problems into probability models.

Text Books
1. 8.C. Gupta and V.K. Kapoor - Fundamentals of Mathematical Statistics, sultan and sons.

2. Rohatgi.V.K. — An Introduction to probability Theory and Mathematical Statistics, latest
Edition
3. S.C. Gupta and V.K. Kapoor - Fundamentals of Mathematical Statistics, latest Edition .
CO-PO Mapping for Probability Theory and Random Variables

Pos
Cos PO1 PO2 |PO3 |PO4 |[PO5 |PO6
COotl |- - 1 - - - 1
co2 |- - 7 - - 2
co3 |- - 2 = - 1
co4 |- - 2 - 2 -
Cos |- - - - - 1

(High correlation -3, Moderate correlation-2), No correlation-(-).




Kunthavai Naacchiyaar Govt. Arts College (W)Autonomous, Thanjavur

" SEM 11| AC2(P)

STATISTICS AND MATHEMATICS - 11 | 22K2SAS2P

Inst.Hrs:5(3+2) Credit: 3

Course objectives:

1. To develop the students ability to deal with numerical and quantitative issues in mathematics
2. To enable the use of Statistical decision theory, Differentiation wherever relevant.
3. To have a proper understanding of Statistical applications in mathematics

Course outcomes:

Cos Statements

Co 1 Describe and discuss the key terminology, concepts tools and techniques used in
statistical analysis

co2 Derive the Statistical decision theory use these techniques to generate data from
various distributions.

CO3 Derive the Differentiation, differentiation of implicit function

CO4 Derive the Partial derivatives.

COs5 Derive the Complex numbers techniques used in statistical analysis.

1. Index numbers Poblems

2. Time series problems

3.Vital statistics problems

4, Eigen values and Eigen vectors

5. Inverse of matrix problems

6. Matrices , Rank of matrix problems

Text Books

1. Dr.S. Arumugam and A. Thangapandi Issac — Calculas Volume 1. (Differentiation and
Applications) (1999)
2. Calculus Vol-1, S.Narayanan, T.K.Manicavachagom Pillay.(2010)
3. A. Singaravelu — Allied Mathematics — 1 (2002)
4. A. Singaravelu — Allied Mathematics (Paper II), (1998)
5.S.P.Gupta— StatisticalMethods (Revised Edition 2001)

CO-PO Mapping for Statistics and Mathematics - I1

Pos
Cos |PO1 |PO2 |PO3 |PO4 |PO5 |PO6
col |2 - 1 - - -
co2 |- - 2 - - 2
co3 |- - 2 - - 1
co4 |- - 2 - -
cos_|- : e 1

(High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naacchiyaar Govt. Arts College (W)Autonomous, Thanjavur

SEMII| AC3  |STATISTICS AND MATHEMATICS - 111 | 22K2SAS3 | Inst.Hrs:5 Credit: 2

Course objectives:

1. To develop the students ability to deal with numerical and quantitative issues in mathematics
2. To enable the use of Analysis of Time series, Business forecasting wherever relevant.
3. To have a proper understanding of Statistical applications in mathematics.

Course outcomes:

Cos Statements

CO1 i o ;
used in statistical analysis

Describe and discuss the key terminology, concepts tools and techniques

Cco2 : e
to generate data from various distributions.

Derive the Analysis of Time series, Business forecasting use these techniques

CO3 Derive the Integration and Trigonometric Substitution

CO4 Derive the Integration of Rational algebraic function techniques used in
statistical analysis

CO5 Evaluate the Reduction formula,

Unit — I :SAMPLING TECHNIQUES, ANALYSIS OF TIME SERIES

Census method — sampling method, Non — probability sampling — Judgement sampling,
Quota sampling — advantages and disadvantages, probability sampling — Simple random
sampling, stratified random sampling, systematic sampling — sampling errors. Analysis of Time
series — uses, components of time series, measurements of trend — Free hand method, Semi —
average method moving Average method and Method of least squares — Problems,
Text Book:1 Chapeter:7(Sec: 7.1-7.11)
Unit — I1I: DIFFERENTIATION, DIFFERENTIATION OF IMPLICIT FUNCTION

Differentiation — Definition, formulae, simple problems, Inverse function, Differentiation by
transformation, differentiation of implicit function, higher derivatives, simple problems.
Text Book:2 (67, 90 — 109, 117 — 137, 202 — 203. 165 — 180 ) Text Book:2 (2.17 - 2.47).

Unit— 11 :INTEGRATION TRIGONOMETRIC SUBSTITUTION
Integration — Definition. Important results (simple problems). Integration by the method of

substitution (9 important formulas). Trigonometric Substitution- simple problems.

Text Book:3 Chapeter:7(3.39 - 3.47,3.86 - 3.103)
Unit — IV :INTEGRATION OF RATIONAL ALGEBRAIC FUNCTION

Integration of Rational algebraic function. Type I - jP(x}IQ{x) - problems. Integration
by the method of partial fractions- Simple problems. Type 11 — partial fractions. Type III -

f X ind simple problems. Text Book:1 440 — 458
ax +bx+c¢
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Unit V : REDUCTION FORMULA

Reduction formula for Jsin“ xdx,jcos" xdx,J-sinm xcox”xdx,ftan” xdx - simple

problems. Text Book:4 Chapeter3 (Sec:3.86) .

Unit - VI : APPLICATIONS

Derive the Analysis of Time series, the Integration and Trigonometric Substitution,

Integration of Rational algebraic function techniques used in statistical analysis

Text Books

I
2

3.

e

S.C. Gupta and VK. Kapoor - Fundamentals of Applied Statistics, sultan and sons

Dr.S. Arumugam and A. Thangapandi Issac — Calculas Volume 1. (Differentiation and
Applications)

Calculus Vol-11, S.Narayanan, T.K. Manicavachagom Pillay(201 0).

A. Singaravelu — Allied Mathematics - 1 (2002).

S.P.Gupta — StatisticalMethods (Revised Edition 2001).

CO-PO Mapping for Statistics and Mathematics - 111

Pos
Cos PO1 PO2 |PO3 [PO4 |PO5 |PO6
CO1 1 - 1 - - -
co2 |- - 2 - - 2
co3 |- - 2 - - 2
co4 |- - - - 2 1
cos |- - - - - I

(High correlation -3, Moderate correlation-2), No correlation-(-).

-
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T SEMII

[ ES | ENVIRONMENTAL STUDIES | 22K2ES [Inst. Hrs2 | Credit2 |

CO . STATEMENT
1 | To learn the concept and importance of Environmental Studies.
2 To create awareness about the essentials of the preservation of Natural
Resources.
3 | To explore India as a Land of Mega Bio-Diversity. 7
4 To study various Environmental Pollutions and to create awareness on
reducing the Pollutions.
5 | To understand the close connection between Pollution and Environment.
UNIT1

Definition, Scope and Importance — Need for Public Awareness.

UNITII
Natural Resources — Forest Resources — Water Resources — Mineral Resources —

Food Resources — Energy Resources — Land Resources.

UNIT LI
Eco Systems remaining — Forest Eco system — Grassland Eco system — Desert Eco
system — Aquatic Eco system — Bio Geographical classifications of India — Hot-

spots of Bio Diversity.

UNIT IV

Environmental Pollution — Air Pollution — Creating Awareness on reducing the
usage of Fireworks — Water Pollution — Soil Pollution — Noise Pollution — Thermal
Pollution — Nuclear Hazards — Pollution case studies.

UNITV
Human Population and Environment — Population Explosion — Family Welfare
Programme — Environment and Human Health — Human Rights — HIV / AIDS —

© Women and Child Welfare.

UNIT V1
Multidisciplinary Nature of Environment — Mental Studies — Essentials of the
Preservation of Natural Resources — Endangered Species of India = India as a

Mega Biodiversity Nation.

f
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Text Book:

[1] K Kumaraswamy, A Alagappa Moses, M Vasanthy, “Environmental Studies”,
Bharathidasan University, Trichy — 620 024.

[2] P Chandrasekaran, “&muégwed LLlba|sem”, U.G.C Core Module Course in
Environmehtal Studies, T k Publication, Pudukkottal.

[3] N Arumugam, “Survey of the Environmental Studies”.

[4] V Kumaresan, “Plan Ecology and Phytogeography™.

[5] D Dharmaraj, “Environmental Science™.

References:

[17N Arumugam, “Environmental Studies”.

[2] B Chandrasekaran, “Environmental Studies”.

[3] Purohit, “A Text Book of Environmental Sciences”.

[4] M P Mishara, “Our Environmental Pollution Control and Future Strategies”.
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Kunthavai Naacchiyvaar Govt. Arts College (W) Autonomous, Thanjavur.

DISCRETE DISTRIBUTTIONS l 23RS04 ‘ Ints.Hrs 16 | Credit:o l

Course objectives:
o learn adapt to the distributions in the various fields (especially chance factors in all
disciplines)

Course outcomes:

Cos Statements

Co 1 Identify the type of statistical situation to which different distributions can he
applhied. AN _ J

CcO2 Use different distributions to solve simple practical problems

CO3 Ability to distinguish between random and non-random cxperiments

("U-l-i_ | Evaluate and interpret various properties of . 5 i
both discrete

COs Discrete distributions expose the real-life applications.

Unit - I: DISTRIBUTIONS

Moment Generating Function — Definition, Properties, Characteristic function ~ Definition
and Properties. Inversion Theorem(statement only) . Cumulants - Definition and propertics.
Moments — Raw moments, central moments and their relationships.
Text Bookl1: Chapter8(sec 8.1,8.2,)

Unit = 11: BERNOULLI & BINOMIAL DISTRIBUTION

Bernoulli distribution — Definition. Binomial distribution — Definition, Derivation of
Binomial probability distribution, Derivation of moments, i, [ co-cfficients, cumulants,
Recurrence relation for moments, mode.  Additive property moment generating function,
characteristic function and simple problems.

Text Bookl: Chapter8(sec:8.3,8.6)

Unit - I11: POISSON DISTRIBUTION

Poisson distribution - Limiting form of Binomial distribution- Definition, properties,
Derivation of moments, i, B2 Recurrence relation for moments, cumulants, mode, additive
property, M.G.F, Characteristic Function and simple problems.
Text Book1: Chapter8(sec:8.5)

Unit - 1V: NEGATIVE BINOMIAL DISTRIBUTION

Discrete uniform distribution — Definition ,derivation of mean and variance. Negative
Binomial distribution — Definition, properties ,derivation of mean and variance, moment
generating function. Cumulants, Poisson distribution as a limiting case of Negative Binomial
Text Bookl: Chapter8(sec8.6)
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Unit - V: GEOMETRIC DISTRIBUTION

Geometric distribution — Definition, properties moments, moment Generating function,
Hyper-geometric distribution — Definition, Mean and Variance.
Text Book 1:Chapter8(sec:8.7)

Unit - VI: APPLICATIONS

Perform calculations relating to probability distributions for discrete distributions apply
distributions theory in real-life Variables problems.
Text Books

1.5.C.Gupta and V.K Kapoor — Fundamental of Mathematical Statistics, Sultan Chand and Sons,
Eleventh thoroughly revised edition.
2. Rohatgi. V.K. — An Introduction to Probability Theory and Mathematical Statistics.

CO-PO Mapping for Discrete Distributions

Pos

COs |POl |PO2 |PO3 |PO4 |PO5S |PO6

Co1 11 - -

coz |- - 2

CO3 |- - - - 2
1
|

b b | =
[
!

cod4 |- . . - 2
Co5 |- ; - - ,

(High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naachiyaar Govt. Arts College (W) Autonomous, Thanjavur

[SEM 111 [ ACIV | OPERATIONS RESEARCH -1 | 22K3SAS4 | Inst.Hrs:5 | Credit:4 |

Course objectives:

1.To provide the students with knowledge on the application of various optimization techniques
2.which can help making decisions for practical problems in industries.

Course outcomes:

Cos Statements
Ccol1 Minima/Maxima in graphical Linear l;m_gr;nnmihg Problem.
CcO2 Deals with minimization of cost or maximization of profit.
CcO3 Used in Production engineering, Mathematics of finance, Networking, etc.
CcO4 Solve Artificial variable technique — Two-Phase Method -Big-M method
CO5 Solve Spcciali?,cd programming problems like

transportation and assignment problems

Unit - 1: LINEAR PROGRAMMING PROBLEM-I
Introduction — Origin — Nature of OR - Structure — Characteristics — OR in
Decision making — Models in OR — Phase of OR — Uses and Limitations of OR -
LPP- Mathematical formulation of LPP — Graphical Method.
Text Book Chapter 1,2&3 (sec 1.2, 1.3, 1.4,1.6,2.2,3.2)
Unit - II: LINEAR PROGRAMMING PROBLEM-I11
LPP — Standard form of LPP - Maximization — Minimization — Simplex method —Artificial
variable technique — Two-Phase Method -Big-M method.
Text Book Chapter 4 (sec 4.1,4.2,4.3,4.4)
Unit - I11: DUALITY IN LINEAR PROGRAMMING
Duality in LPP — Formulation of Dual LPP — Primal — Dual relationship — Solving
LPP using Dual concepts — Dual Simplex Method.
Text Book Chapter 5(sec 5.1,5.2,5.3,5.4,5.7,5.9)

Unit - IV: TRANSPORTATION PROBLEM
Transportation problem — Balanced, Unbalanced Transportation Problem — Initial basic

feasible solution — North West Corner Rule- Row Minima — Column Minima — Matrix
Minima (LCM) — Vogel's Approximation Method — Optimality Test — MODI method (simple
problems only).
Text Book Chapter10 (sec 10.1,10.2,10.5,10.8,1
Unit - V: ASSIGNMENT PROBLEM

Assignment problem — Introduction — Balanced — Unbalanced — Maximization -
Minimization — Hungarien Method.

Text Book Chapter 11(sec 11.1,11.2,11.3)

Unit — VI: APPLICATIONS

To provide the students with knowledge on the application of various optimization techniques
which can help making decisions for practical problems in industries.
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Text Book

1. KANTI SWARUP, P.K.GUPTA, and MANMOIIN (1980) - “OPERATIONS
RESEARCH", Sultan Chand and sons, New Delhi.

Reference Book

2. J. K. SHARMA (1997), “OPERATIONS RESEARCH” and Application, Mc.Millan and
Company, New Delhi.

3. NITA H. SHAH, RAVI M. GOR and HARDIK SONI (2010) -“OPERATIONS
RESEARCH", PHI Learning Private Limited, New Delhi

CO-PO Mapping for OPERATIONS RESEARCH -1

Pos
Cos PO1 PO2 |PO3 |PO4 |PO5S |PO6
COol |- g 1 ] - -
co2 |- - 2 - 1 2
co3 |- - 2 - - -
co4 |- - . - 2 1
COs |1 - - - - 1

(High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

FEM II | NME 1 | STATISTICAL METHODS | 22K3SELO1 | Inst.Hrs:2

Credit:2 ‘

Course objectives

I

%

3.

The course aims to introduce the basic concepts in statistics.

Learning the preliminary tools and concepts (diagrams and graphs)
To make the students aware of different type of data sets .

Course outcomes:

| Cos Statements

Knowledge of Statistics scope and importance in various areas such as Medical,

CO1 Engineering, Agricultural and Social Sciences etc.

co2 Describe the basic concepts in sample surveys and data.

Co3 Evaluate the diagrammatic representation
Draw the graph based on the data

CO4

CcO5 Analyze data from surveys using various sampling plans .Use appropriate method
of sampling.

Unit — I: CLASSIFICATION & TABULATION

Definition of Statistics — Characteristics, Uses in business and limitations of statistics.

Classification- Types — Tabulation — different parts of Table and Types.
Text Book 1 Chapter:6
Unit - 1I: COLLECTION OF DATA

Collection of data - Definition of primary and secondary data — methods of collecting

primary data and secondary data.
Text Book 1 Chapter:4
Unit — ITI: PRESENTATION OF DATA

Diagrams — Definition and uses — Types of diagrams — simple bar, sub-divided, multiple

bar diagrams and pie diagram- Simple Problems.
Text Book 1 Chapter:7
Unit - IV: GRAPHS

Graphs — Definition and uses, difference between diagrams and graphs. Types of graphs —

Histogram, frequency polygon and frequency curve - Simple Problems,
Text Book 1 Chapter:8
Unit - V:SAMPLING TECHNIQUES

Sampling — Definition of population, Sample, parameter, statistic. Difference between

census and sampling — Merits and demerits of sampling. Methods of sampling — Simple Random
Sampling — Stratified and Systematic sampling.

Text Book 1 Chapter:5

Unit - VI: APPLICATIONS

To construct the frequency table. Analyze the central tendency dispersion of the data.
Describe the differences between variables. Generate the regression equations.

25’1




Text Book
1. Statistics ~ R.S.N. Pillai & V. Bagavathi
2. Statistical Methods - S.P. Gupta
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CO-PO Mapping for Statistical Methods

Tor
Cos | POI
CO1
O3
O3

PO3 |PO4 | POS [ PO6

-
-
-
-

]
e 0| @
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D

3 : - -

) (High correlation -3, Moderate correlation-2), No correlation-(-)
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEMIII | ECCI | Competitive Exam Skills | 22K3ECC1 | - Credit -3 L
(Contents in Tamil) I

Course objectives:
On successful completion of this course, students will beable to .

Course Qutcomes:

Statements
COs

CO1 | Recognize the benefits and pre-preparations of competitiveexams

CO2 | understand the pattern and techniques to solve the questions

CO3 | develop a scientific aptitude and sense of reasoning

CO4 | utilize the mathematical, statistical, and quantitativeinformation

CO5 | apply the quantitative methods to solve the real-lifeproblems

UNIT -1
(i) BsvaEamD :
@evdsand - GUIGHEIBSH - TS awHss - a8j6sms - TopStoHsn - SRS
Gamsogud@ Gponean slip Gansd opiissd - ssjafimsiug SQIIHD - Bendsemb
@iy omss - elmamuls e - 2 Wt bUIGHSICTM CunmsmsTh
BETHOSEBH - agms, Guotear, Gy,
(1i)@sodalwib :
SHns@nd (USOHTEILE SFaEhEsT WLED) — SDBILSH Cat_juten GFlFasnt -
SDLTTOTWSTID, UDEIETD, SiEhTEnm — LenLjunsn QaliFlash - Fseluglsnib,
mebdl st - Guflwgrame, Ffinnfeosalunb, wEsmnsicsiiub, pILGEUDUILE
wHomb Fwwl (peRCamipsi LD QFiglsst.
UNIT -1I
si0p Sifienfss Qb GenenB, Bwsd, Gens, BILHD WHDD 2 oL LHEW
s ser.

UNIT - 11

Qurg oifielwed :

(i) Bubiwsd :
GQurg osfelwed alflsst - Caflu ofelusd PniFds s mss -
umURUTmsTE usiLBEHD, BubshsEind - Bubilue SieTaymer, Siameifosi
PO SEGSsT - alls,
@uésd WHDD BB - sThselwue, Waeryalwsd whb Wssmguefusd -
Geutinb, gefl wHpie gad.

(ii) Gauguiwssd :
geiotumstt oppd Cojorisst - suflsorise, Sryrsst whpbd 2 UL -
Qewpme 2 ghset, o ulf Gsmsbelssit - pengnuly Gsmsvelissi.
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(i) efleomalined :
Qubsd wpgid Brhs spidl - BOUGLEGS wedeD - 1wl Gpmiimst

- uteih b Lpeun GRmiimsit 2 LUL- HHSIHHE wHED HIeyms - VAT
SIS D iy surpey

UNIT -1V
() yalufwsd :
Wilupd Guysin gptb -~ @il @EnuD - @IS, WwenpGL ey, mnevflensay WOHDID
LU — Biaen oLbhIghbaT - @hauwmsiigyeien LB - 06K RGBT,
saficidss ohph Bupss ambiss - S1HSM wipeb swen 2 uij@et - allwamu
(LPsPBETT.

(INBHHW SpFued :
@hHu apdlus) Ssnwiny — whH wapls WOHED 0SS sl AlUGEIEST -
Guwflae — o faNDSHEHD, HLEDWHEDD - wafly 2 flaio gnseib - Bhalu
HILTEHOIMID - LNJIEhosipd - o1 BN - wonfple gD -
SUL sel — psamiLd] ags — UghFTwhEl J1gR - BhHu sellems LD
aemsTaliy Smaa] - soas spuyb o flaw = Gussimstt (WsIGMHDD - HIBJGaU]
LGB SIEOUILSST,

(i)@hHw QurgsHD wHpw CHFW Bubsd :
@hHu CuigsBThHa Suwsduss - @bs1eIk FHLnissi - Gousmamisniouiisd
sffelweds Lwsun® — Gpnbsd ssnFd — Aymo B FM1hES SILGISET - Fopald
anihe UjsFmaas - EsLOHIMS, Heal, GETHID, Cousmeaaimill), QDN —
Gxflw wpioecjsd) — Coadbmmevalbelia aupsd) (s1H8, Bep, H1gm)) — UEaID
GUITTLL (WSS - &BHHY CunmmiLsSh Hulp B el Uk (@orgengd, ene .4,
Guifiwry, urysluny WO Us)

(i(vV)@BFwr wHpw SOPHIE suFerD oo ussung :
Fibg swbasl prafisn - GUb)os, GLsbel msumneiimei, Glomasonujss oHEID
WP guigEstt - g BENHHS HTRD WHpD uNdsiss - G BB SIPENT,
UeHUNGE opph SO0 whesls LTSt - @hdlu HHHHTD.

UNIT -V

(i) Swadey wHpd UHHE sjen Cxjame :
HSUEHMT SIQUESENTS DTDDIHD - gl GraflihoHs, Omnmbosd wHBD
uTenaub® 2 LUBSSHSN - SilLeausmamiss, Uil ey AUATLIL Midsi - slsu]
ugLumiley elasD - HGEGSH - FEASHD - BiCum Gungl sugss (HCF) —
Bef Gurg wikg (LCM) — alldsn wibm sflelsipn - mafan g - Sl Baly —
ujtueTey — Easima] — Gpb whpd Gasned — Hbs s — yBjsa - LSHL
- z1Gamalsiss opfe — oo selssiés ospla — il GHILjS.

(i) pLOy Masipeyseh :
maifﬂmﬁm _@L_m Gumib ysPEUDD BUISEST WHpD BLhsst - almsmum { wHDID
Quinl gmsht - ERsOEEHD BIeoTAUFSEHD - alBHHEHD WHpD ULLERGEHD -
@hFuma)h SiHH WL BIHHELD.
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Books for Study :

Unit - 1 & Unit—1I

Gayb ALY WHeo 10-94D aIGULY fusn] 2 6fien SUp UM LHSHBMISS.
Unit —II1

6-oytd QU@L (pHe0 10-guib suGlL eusny 2 6iten Sifleflwsd Ut LS HSHISE.
Unit -1V

6-2ub G (PHsL 10-gub QUG s 2 66N Fpd Sifellusy UTLLSHSSRISE.
Unit-V

6-aib G (pHso 10-24b auElL aueny 2_6il6T sl UTLUSSHSHISET LHDID
S GEuiglensise.

CO-PO Mapping for Competitive Exam Skills
COs Pos

PO1 |PO2 |PO3 [PO4 |[PO5 |PO6
CO-1 - 3 - 1 1 b ]
CO-2 - 3 : D i 1
CO-3 2 - 2 3 -
| CO-4 2 L 2 D D
C0-5 3 1 1 i 3
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Kunthavai Naacchiyaar Govt, Arts College (W) Autonomous, Thanjavur

"Sncm 11

PEC(,‘ 2 Computational Statistics (Add on Course) Credit -4

List of Experiments :

O g0 h Lh e W By

Entering a letter, aligning, editing, spell check and printing.

Creating Tables, inserting rows and columns and formatting.

Creating main document, data source and using mail merge facility.
Prepare frequency distribution using Excel function.

Preparing Pie chart and Bar charts.

Calculation of Statistical constants using Excel functions.

Calculation of correlation and regression Co-efficients.

Creating a new presentation in PowerPoint, numbering and copying slides.
Changing fonts and colors, inserting Clip Art and Formatting options.
Inserting Bullets and Pictures, Creating Tables and Inserting Auto shapes

L)
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Kunthavai Naachiyaar Govt. Arts College (W) Autonomous, Thanjavur.

SEM IV

CC5(P) Practical - 11 | 22K4505P
(Bivariate Random

Variables & Fitting )

Inst.Hrs:5(2+3)

Course objectives:

1.
4.1

Practiced to the realized concept of preliminary tools
To understand to types of the distributions functions

Credit:3

Cos Statements
CcO1 Learn 1o obtain and sketch densities of order statistics o
Students will be able to implement methods estimation and testing by using
co2 appropriate methods and computing formulae.
CO3 Practiced into the basic level Hli_l_l_ifw‘_!__ll_gil_l:-_.l_ﬂlﬂ.‘_i -
CO4 Fitting of discrete distributions — Binomial, Poisson.
COs Fitting of Continuous distribution.

Unit-1: GOODNESS OF FIT FOR BINOMIAL DISTRIBUTION

Fitting Binomial distribution. Testing goodness of fit using Chi-Square test.

Text Book 1 Chapter 8
Unit - 11 : GOODNESS OF FIT FOR POISSON DISTRIBUTION

Fitting Poisson distribution. Testing goodness of fit using Chi-Square test.

Text Book 1 Chapter 8

Unit - I11 : GOODNESS OF FIT FORNEGATIVE BINOMIAL DISTRIBUTION

Fitting Negative Binomial distribution. Testing goodness of fit using Chi-Square test.
Text Book 1 Chapter 8
Unit -1V : BIVARIATE DISCRETE PROBABILITY DISTRIBUTIONS

Bivariate Discrete probability Distributions — Marginal and conditional distributions —
Expectation, variance, covariance, correlation co-efficient for Bivariate discrete r.v.’s.
Calculation of conditional expectation and conditional variance.

Text Book 1 Chapter 5
Unit—V : GOODNESS OF FIT FOR NORMAL DISTRIBUTION

Fitting Normal distribution (Area Method). Testing goodness of fit using Chi-Square test.

Text Book 1 Chapter 9
Unit - VI: APPLICATIONS

To prepare assignment problem for fitting of Binomial, Poisson and Normal.

LA
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. 1. S.C.Gupta and V.K.Kapoor ~ Fundamental of Mathematical Statistics, Sultan Chand and
W Sons, Eleventh thoroughly revised edition.
%3 2. R.S.N.Pillai and Bagavathi - Statistics theory and practice
b \) . | )
_ CO-PO Mapping for Practical - Il (Bivariate Random Variables & Fitting )
N Pos
; Cos |PO! [PO2 [PO3 |[PO4 |PO5S | PO6
v S 3 S | W (SR R
- coz |- - 2 - - 2
4 CO3 |- - 2 - - 2
= J Cco4 |- - - - 2 1
; - - - - - 1
R CO5
'y (High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEMIV | CC6 CONTINUOUS 22K4506 Inst.Hrs:5 | Credit:5
DISTRIBUTIONS

Course objectives:

1. The students should have understood the applications and nature of the probability distributions
such as Normal, t, f and F.

2. To compute of Partial, Multiple Correlation CoefTicients and Multiple Linear Regression line

Course outcomes:

Cos Statements
CO1 Use the Normal probability distribution including standard normal curve
calculations of appropriate areas.
2 Practice and solve the various distributions to simple practical problems.
CO p
CO3 Expose the real-life applications of continuous distribution
CO4 Apply in Convergence in probability
cO5 Relationship between t, F and Chi-Square distributions.

Unit — I: UNIFORM AND EXPONENTIAL DISTRIBUTION

Continuous Uniform distribution — Definition, Derivation of moments, Moment
Generating function (M.G.F) Characteristic function. Exponential distribution — Mean and
Variance, M.G.F. and Properties.
Text Book 1 Chapter 9

Unit - 11 : NORMAL DISTRIBUTION
Normal Distribution — Definition, Properties, Derivation of mean and variance, moments,

mode, Median, M.G.F., Characteristic function. Cumulant generating function and Additive
property of Normal distribution.
Text Book 1 Chapter 9

Unit - 11I: BETA AND GAMMA DISTRIBUTION

Beta Distribution of first kind and Beta distribution of second kind — Definition,
Derivation of mean, variance and Harmonic mean- properties. Gamma distribution — Definition,
Moments, M.G.F. C.G.F. and Additive property.

Text Book 1 Chapter 9

Unit - IV: CONVERGENCE IN PROBABILITY

Convergence in probability — definition , Chebychev’s inequality with proof, weak law of
large numbers with proof. Convergence in distribution — definition , Central limit theorem
(memeni only). Exact sampling distribution— Chi-Square distribution — Definition, mean,
variance, M.G.F., CF., Mode and Skewness, Additive property, limiting form of Chi-Square
Text Book 1 Chapter 7
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Unit — V: SAMPLING DISTRIBUTION

Student’s 1 distribution — definition, Derivation, Constants, Properties, limiting form of
Student’s t distribution. F-distribution — definition, Derivation, Constants. Relationship between

t, F and Chi-Square distributions.
Text Book 1 Chapterl6

Unit - VI: APPLICATIONS
To solve the continuous distribution, t, F and Chi-Square distributions.

Text Book

I. $.C.Gupta and V.K.Kapoor — Fundamental of Mathematical Statistics, Sultan Chand and

Sons, Eleventh thoroughly revised edition. o _
2. An introduction to probability theory and Mathematical statistics — V.K.Rohatgi.

CO-PO Mapping for Continuous Distributions

Pos
Cos POI PO2 |PO3 |PO4 |POS |PO6
COl 1 - 1 - - -
co2 |- 1 1 - - -
co3 |- - 2 - - 2
cCo4 |- - = - 2 1
cOos |- | - - - 1

(High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEM IV | AC5(P) | OPERATIONS RESEARCH — II | 22K4SASSP | Inst.Hrs:5(3+2) | Credit:3

Course objectives:
1.To understand the practical of optimization methods and algorithms
2.To develops for solving various types of practical orientated optimization problems.

Course outcomes:

Cos Statements

Co1 Solve the real life analysis problems.

CcO2 Apply linear programming problems in real life situations
co3 Perform analysis and Two — Phase methods

CO4 Solve the Transportation problem.

CO5 Solve the Network Problems.

LIST OF PROBLEMS:

i. Graphical Method.
General Linear Programming Problem - Graphical Method.
ii. Simplex method.
Linear Programming Problem - Simplex method.
iii. Big-M method.
Use of Artificial Variables — Big-M method(Method of Penalties)
iv. Two — Phase Method
Linear Programming Problem — Tow-Phase Method

v. Transportation Problem.
i)North- West Corner Method ii) Least-Cost Method or Matrix Minima Method iii)Vogel's

Approximation Method.(VAM) Unbalance Transportation Problem.

vi. Assignment Problem. .
Solution Method of Assignment Problem and Unbalance Assignment Problem.

vii. Game Theory. _ . 3 .
Two-Person Zero-Sum Games, The Maximin — Minimaz Principle, Games without Saddle
Points — Mixed Strategies(Value of Game), Graphic Solution of 2xn and mx2 games.

viii. Sequencing. ] \ _ |
Processing n jobs Through two Machines, Processing n jobs Through k Machines, Processing

2 jobs Through k Machines.

ix . Network Problems. .
Critical Path Method (CPM) — Probability Considerations in PERT —simple problems.
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Text Books
1. KANTI SWARUP, P.K.GUPTA, and MANMOHN (1980) - “OPERATIONS
RESEARCH", Sultan Chand and sons, New Delhi.

1. J. K.SHARMA (1997), “OPERATIONS RESEARCH AND APPLICATION™, Mc.Millan
and Company, New Delhi.
2. NITA H.SHAH, RAVI M. GOR, and HARDIK SONI (2010) -
“OPERATIONS RESEARCH™, PHI Learning Private Limited, New Delhi.
CO-PO Mapping for OPERATIONS RESEARCH - 11

Pos

Cos PO1 PO2 |PO3 |PO4 |PO5S |POS

CcOol |- - 1 1 - -

co2 |- - 2 - 1 7

Co3 |- - 2 B = =

co4 |- - - - 2 1

CO5 |- 1 - - 1

(High correlation -3, Moderate correlation-2), No correlation-(-).

Lo
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEM IV | AC6 | OPERATIONS RESEARCH —I1I | 22K4SAS6 | Inst.Hrs:4 | Credit:2

Course objectives:

1. To train the students with Optimization techniques

2. To solving decision making problems based on deterministic and probabilistic models
3. To impart an insight of the applications of Operations Research in Management.
Course outcomes:

Cos Statements

CO1 Model of minima/maxima problems as optimization techniques. The fundamentals
of game theory,

co2 A basic terms of sequencing problems.

CO3 Study on deferent types of queuing system,

CO4 Study on Classification of queuing models .

CO5 Construct of network analysis.

Unit - I: GAME AND STRATEGIES
Introduction - Two - person - zero - sum games - some basic terms - the maximin —

minimax principle, Games without saddle points - mixed strategies 2 x 2 games — graphic solution
of 2xn and mx2 games — dominance property - Simple problems.
Text Book Chapter 17(sec 17.1,17.2,17.3,17.4,17.5,17.6)
Unit —1I: SEQUENCING PROBLEM

Sequencing — Basic Terms — Processing n jobs through two Machines, Processing n jobs
through k Machines, Processing 2 jobs through k Machines.
Text Book Chapter 12(sec 12.1 ,12.2,12.3,12.4,12.5,12.6)

Unit — I11: QUEUEING THEORY
Queuing system — elements of queuing system — operating characteristics of a queuing

systems — deterministic queuing system — probability distribution in queuing system.
Text Book Chapter 21(sec 21.1,212,21.3,21.4,21.5,21.6)

Unit — IV: QUEUEING MODELS
Classification of queuing models — definition of transient and steady states — Poisson

queuing system — Model I: {(M/M/1): (/FIFO)} and Model II: {(M/M/1): (/SIRO)} — Simple
Problems.
Text Book Chapter 21 (sec 21.7,21.8,21.9)

Unit - V:NETWORK SCHEDULING
Network analysis — Basic components — Constraints in network — Construction of network

rules — Critical Path Method (CPM) — Probability considerations in PERT —simple problems.
Text Book Chapter 25 (sec 25.1,25.2,25.4,25.6,25.7,25.8)
Unit— VI: APPLICATIONS

To train the students with Optimization techniques. To impart an insight of the
applications of Operations Research in Management.
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Text Books

1. KANTI SWARUP, P.K.GUPTA, and MANMOIIN (1980) - “OPERATIONS
RESEARCH", Sultan Chand and sons, New Delhi.

References Book:

1. J. K.SHARMA (1997), “OPERATIONS RESEARCH AND APPLICATION”, Mec.Millan

and Company, New Delhi.
2. NITA H.SHAH, RAVI M. GOR, and HARDIK SONI (2010) -
“OPERATIONS RESEARCH?”, PHI Learning Private Limited, New Delhi.

CO-PO Mapping for OPERATIONS RESEARCH - 111

Pos
Cos POI1 PO2 PO3 PO4 POS5 PO6
COl 2 ] - =
cO2 - 2 1
CO3 - - 2 - - 1
CO4 - 2 - - 1
CO5 2 - 1 -

(High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomo us,Thanjavur

SEM IV |

NME 2 BIO STATISTICS | 22ZK4SELO2 Inst.Hrs:2 Credits:2

Course objectives:
1. The course gives the application of statistics in handling survival data.
2. The course introduces the concept of censoring and the various distributions used to analyse
such data. Various models are also suggested to deal with survival data.

Cos . Statements
Col Know the theory behind fundamental bioinformatics analysis methods.
Describe statistical methods and probability distributions relevant for
co2 e i
| molecular biological data =
.. Perform and interpret bicinformatics and statistical analyses with real
CO3 ey
molecular biological data.
CO4 | Solve the problem of Measures of central tendency
CO5 | Solve the Correlation and regression.

Unit —I: COLLECTION OF DATA

Definition of Bio — Statistics, characteristics of Statistics. Data collection of primary and
secondary data — Definition and methods of collecting primary and secondary data.
Text Book 1 Chapter 4

Uit —11:

CLASSIFICATION AND TABULATION

Processing of data — Classification — Objectives & types of classification. Tabulation —
Objectives — Components of Tables and types of Tables. Formation of frequency distribution —
discrete & continuous.

Text Book 1 Chapter 6

Unit - I1I: DIAGRAMMATIC REPRESENTATION

Diagrammatic representation — definition, Rules for constructing diagrams and uses.
Simple bar diagram, Component bar diagram, multiple bar diagram and pie diagram. Use any
one of the Agriculture data for practice.

Text Book 1 Chapter 7

Unit — IV: MEASURES OF CENTRAL TENDENCY AND DISPERSION

Measures of central tendency — Mean, Median, Mode. Measures of dispersion — Range
and standard deviation — Simple problems. Use any one of the weather data for practice.

Text Book 1 Chapter 9,10
Unit — V: CORRELATION AND REGRESSION ANALYSIS

Correlation — definition, Types of correlation, Methods of studying correlation — Karl
Pearson’s coefficient of correlation, Rank Correlation (without repeated ranks), simple Regression

IM (two variables only)-simple problems. Use any one of the medical data for practice.
Text Book 1 Chapter 12,13
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Text Book
1. Statistics theory and practice- R.8.N.Pillai, Bagavathi

Unit = VI: APPLICATIONS
To apply the various models are also suggested to deal with survival data, Compute the

Measures of central tendency, dispersion, correlation and repression,

2 2. Bio-statistics - P.Ramakrishna
Y] 3. Statistical methods for Biologists — S. Palanichamy & M.Manoharan,
"o 4. Bio-Statistics — Gurusamy.
- CO-PO Mapping for Bio statistics
Pos
e ] Cos POl PO2 ro3 o4 PO5 PO6
COl 1 - | - - -
N coz |- 5 2 . I -
. CO3 1 - 2 - - 3
" 5 cod_ |- [ 2 i - -
3 COs 1 - -

(High correlation -3, Mod

crate correlation-2), No correlation-(-).
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Kunthavai Naacchiyaar Government Arts College For Women ( Autonomons)
Thanjayur-613007
Department of English
For All Undergraduate Candidates admitted from 2022-2023 onwards under

CBCS pattern
LIFE SKILLS: LOVE AND COMPASSION

UNURUTMM U™ VUV VU UYYe el woeee 2 ¢

1. Students can Jearn how to understand other points of view and manage strong

emotions and build stronger relationships with friends.
2. Students can develop the ability to tolerate the distressing feelings, and be

motivated to act or help others.

3. They can leamn the importance of patience and understanding.

4. Students can cultivate compassion through training.

5. Students can increase the sense of wellbeing and improve the learning environment

for all learners.

UNIT-1
Introduction, Words and Meaning of Love, Forms of love-for self, parents, family,
friend, spouse, community, nation, humanity and other beings, both for living and

non-living,

UNIT -11
Love and Systems of Ethical Thought, Love and Compassion and inter relatedness.

UNIT-11I
Love in Action at Work in the Business Community, Love in Action in Non-

Governmental Organizations.

UNIT -1V .
Compassion for oneself, cultivating compassion for others.

UNIT-V _
Love, compassion, empathy, sympathy and non-viclence.

UNIT VI (For Internal Examination only)

Difference between Compassion and Friendship, Teaching Compassion in Education.

Books for Reference
1. Joshi Rokeach The Nature of Human values, New York: The Free Press, 1973.
-

2. Shanikumar Ghosh,Universal Values, The Ramakrishna mission, Kolkata

-~

3. Dalai Lama, Book of Love and Compassion, Harper Collins, India.
4. Pandit Rajmani Tigunait, Lighting the Flame of Compassion., Himalayan I[nstitute

Press

L

- T ]

Semester | Course Sub Code Hours | Credits | o TA EA |
v SBECI | 22K4SBEC1 | 2 2 3 33 138 |
COURSE OUTCOME

-
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Kunthavai Naacchiyvaar Government Arts College For Women ( Autonomous)

Thanjavur-613007

Department of English
For All Undergraduate Candidates admitted from 2022-2023 onwards under CBCS pattern

LIFE SKILLS: LOVE AND COMPASSION

‘ | Exam Marks

' | 3 . a
{ Semester Course Sub Code t%uurs [‘ Credits osurs ¥ J EA
| v SBEC1 | 22K4SBEC] 2 | 9 3 25 | 75

QUESTION PATTERN FOR THE PAPER TITLED LIFE SKILLS : LOVE AND COMPASSION

Questions should be chosen from all the constituents of the five units.

:. Section |' Questions Type Marks Total Marks
Lt
1 ‘ Section-A | 1-8 Any Five | 5X5=25 25
‘ Paragraph |
J | J Questions out of
! Eight
|' Section -B | 9-16 Any Five Essay | 5x10 =50 50
2 Questions out of
| Eigh
L
| Total 73
L ]

Stgnature of the Faculty- in- Charge

R .Gy

Signature of the Head of the Department

«

L6
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEM IV ECC3 QUANTITATIVE | 22K4ECC3

- | Credit:3
APTITUDE ‘ ‘

Course objectives:
On successful completion of this course, students will beable to .

Course Outcomes:

Statements

COs

CO1 | Recognize the benefits and pre-preparations of competitiveexams

CO02 | understand the pattern and techniques to solve the questions

CO03 | develop a scientific aptitude and sense of reasoning

CO4 | utilize the mathematical, statistical, and quantitativeinformation

CO5 | apply the quantitative methods to solve the real-lif; eproblems

Unit-1
Numbers- operations on numbers, H.CF and L.CM. of numbers, decimal fractions,
simplification, square roots and cube roots, problems on numbers.

Unit-11
Average, problems on ages, surds and Indices, percentage.

Unit - 111
Profit and Loss , Partnership , Chain Rule , Time and Work ,Ratio and Proportion.
Unit -1V
Time and Distance , Problems on Trains Pipes and Cistern , Allegation or Mixture, Area
,Volume and Surface Area.
Unit-V
Simple Interest, Compound Interest, Stocks and Shares, True Discount and Bankers
Discount.
Unit - VI
Prepare the general Quantitative Aptitude questions.



Books for Study :

1. Quantitative Aptitude — Dr.R.S.Aggarwal

CO-PO Mapping for Quantitative Aptitude

Pos

Po1

PO2

PO4

CO-1

€022

B
3

=

CICIA

I T

TS [ (R [ =

C0-5 I [

BT =7
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Kunthavai Naacchiyaar Govt, Arts College (W) Autonomous, Thanjavur

SEM V |CC-7

Statistical Inference -1 22K5507 Hrs:5 Credit:5

Course objectives:

1. To gain on statistical concept to include measurements of probability distribution

2. knowledge about important inferential aspects such as point estimation, test of hypotheses and
associated concepts

Course outcomes:

Cos Statements

Cco1 Explain the concept of estimation of parameters. Calculate the problems related
to point estimation and interval estimation.

CO2 Explain the concepts of testing of hypotheses (large sample test small sample
test)

Cco3 concept of random sample from a distribution, sampling distribution of a
statistic, standard error of important estimates such as mean and proportions

CO4 Explain the Interval estimation

CO5 Explain the Confidence interval.

Unit - I: THEORY OF ESTIMATION
Theory of Estimation — Definition, Parameter, Statistic, sampling distribution, standard

error, level of significance,
alternative hypothesis, Type
region. Testing a hypothesis — General procedure (in secti

utility of standard error, Hypothesis — Definition of Null and
_ 1 and Type — Il errors, one — tailed and two —tailed tests, Critical
on —C, two 5 marks questions may be

asked as (a) and (b)). Text book: 1 chapter:] 8(sec 18.2)

Unit - II: POINT ESTIMATION

Point

and sufficiency. Cramer Rao inequal
only. Simple problems based on Bin

estimation — properties of good estimator — consistency, unbiasedness, efficiency

ity with proof. Neymann factorization theorem statement
omial, Poisson, Normal and Exponential distribution. Text

book:1 Chapter: 17(sec 17.1,17.2)

Unit - 11T : METHODS OF ESTIMATION

Methods of estimation — Methods of maximum likelihood estimation (MLE) and methods
of moments — simple problems based on Binomial, Poisson, Normal and exponential distribution.
Rao Blackwell theorem . Properties of MLE's without proof.
Text book:1 Chapter: 17(sec 17.6)
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Unit < IV: INTERVAL ESTIMATION

Interval estimation — Delinition, confidence interval & confidence limits,  Confidence
interval based on normal distribution - confidence interval for single proportion and difference
between proportions, confidence interval for single mean and difference of means — procedures
and simple problems, Text book: 1 Chapter: 17(see 17.7),Chapter 14(sec 14.1-14.8)

Unit = V: CONFIDENCE INTERVAL

Confidence interval based on ', ‘I and Chi-square distribution. Confidence interval for
single mean and difference of means. Confidence interval for variance and Confidence interval
for variance ratio — Procedure and Simple problems. Text book:1 Chapter 16 (sec 16.1-16.7)

Unit = VI: APPLICATIONS
To calculate the point estimation, Methods estimation interval estimation and statistical

hypotheses.

Text Books and Reference
1. Fundamentals of Mathematical Statistics — S.C. Gupta and V.K.Kapoor, Sultan chand &

sons, New Delhi, 11" thoroughly revised edition. 2 o
2. Statistical Methods — S.P, Gupta, Sultan chand & Sons, New Delhi, 35" revised edition

2007.
3. An outline of Statistical Theory — Goon A.M. Gupta, M.A. and B.Das Gupta,

CO-PO Mapping for Statistical Inference - 1

Pos
Cos PO PO2 PO3 PO4 PO5 PO6
COl 1 - 2 - - -
co2 |- - 2 - 1 -
CO3 1 - ] - - -
co4 |- 1 - - |
CcO5 |- - - 2 - |

(High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEM -V1 CC-8 | SAMPLING TECHNIQUES | 22K5808 | Hrs:5 | Credit:5

Course objectives:

1. The main objective is to provide the knowledge of concept of sample and population
in statistics and also the various sampling schemes and estimation of population
parameters and their respective standard errors.

2. To equip students with Sampling Techniques used in conducting sample surveys.

Course outcomes:

Cos Statements

CO1 Explore the principles and theory of probability sampling.

cO2 Explain the concepts of sampling variability and strategies for
removing them.

CO3 Analyse data from surveys using various sampling plans

CO4 Use appropriate method of sampling.

CO5 Evaluate the different methodology to estimate population
parameters for sampling methods.

Unit—1: SAMPLE SURVEY

Definitions — Parameter, Statistic, Population, Sample, Sampling distribution, Standard
error. Principal steps in a sample survey, principles of sample survey, sampling and non-sampling
errors. Limitations of sampling. Text Book :2 Chapter :7[7.1-7.7]

Unit - 11 : SIMPLE RANDOM SAMPLING

Simple Random sampling — Selecting SRSWR & SRSWOR , Merits and limitations —
Derivation of sample mean & variance, unbiased estimates of mean & variance, Comparison of

SRSWOR with SRSWR (Variance alone). Text Book :2 Chapter :7[7.9]

Unit - III : STRATIFIED RANDOM SAMPLING

Stratified Random Sampling — Derivation of unbiased estimates of mean and variance —
Optimum Allocation and Proportional Allocation ~ Comparison of SRS with stratified sampling
(variance alone) — Gain in efficiency due fo stratification, merits of stratified Random sampling.

Text Book :2 Chapter :7[7.10]
Unit-1V: SYSTEMATIC SAMPLING

Systematic sampling — Estimation of population mean and variance, merits of systematic
sampling. Comparison of SRS, Stratified and systematic sampling using variance. Text Book :2
Chapter :7[7.11]

(
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Unit - V: METHOD OF RATIO ESTIMATOR

Method of Ratio estimator — definition, notations, estimation of the mean and variance
from a sample, comparison of the variance of ratio estimator with the mean per unit — Bias of the

ratio estimator Text Book :1 Chapter :6[6.1-6.8]

Unit = VI : APPLICATIONS
How to collect the sample by using the sampling techniques of (SRS and Stratified

systematic)

Text Books

1. Sampling Techniques — W.G. Cochran
2. Fundamental of Applied Statistics — V.K. Kapoor and S.P.Gupta

CO-PO Mapping for - Sampling Technigues

Pos
Cos PO1 PO2 PO3 PO4 PO5 PO6
CO1 1 - 1 - - -
co2 |- - 1 - - 2
CO3 |- - 2 - - 2
co4 |- - - - 2 1
Cos |- - - - - 2

(High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEM-V | CC-9 | DESIGNS OF EXPERIMENTS 22K%S509 | Hrs:6 Credit:5 |

Course objectives:

1. To provide orientation of statistics while designing statistical experiments,
particularly in agricultural set-up and in pharmaceutical production processes.

2. Exposure to various statistical designs leading to the analysis of variance, eliminating
heterogeneity of the data, construction of designs will be provided.

Course OQutcomes:

COs Statements
co1 Review the concepts of conducting an experiment
CcO? Explain the issues and principles of design of experiment
co3 R atyort . .
one way and two way Analysis of Variance
CO4 Derive the analysis for various designs
CO5 Interpret statistical results from an experiment
and report them in non- technical language

Unit—1: ANALYSIS OF VARIANCE

Analysis of variance - definitions, Assumptions, Cochran’s Theorem (Statement only) .
One-way classification, Two-way classification —statistical analysis of one way & two way
classification (Simple problems). Text book:1 Chapter: 5 (sec 5.1-5.4)

Unit — JI: COMPLETELY RANDOMISED DESIGN

Experimental Designs — terms and definitions — efficiency of a design. Basic Principles of
an experimental design. Completely Randomised Design (CRD) - Advantages and disadvantages
— applications — Statistical analysis of CRD — Least Square estimates of effects — expectation of
sum of squares(Simple problems).

Text book:1 Chapter: 6 (sec 6.5)

Unit — III ;: RANDOMIZED BLOCK DESIGN

Randomized Block Design (RBD) — Layout of RBD, advantages and disadvantages,
statistical analysis of RBD for one observation only. Least squarc estimates and expectation of
mean sum of squares, efficiency of RBD relative to CRD one & two missing observations in RBD

(Simple problems). Text book:1 Chapter: 6 (sec 6.6)

Unit-1V: LATIN SQUARE DESIGN

Latin square design - advantages and disadvantages — statistical analysis for one
observation only, least square estimate and expectation of mean sum of squares. Efficiency of
LSD over CRD & RBD. Estimation of missing values in LSD - (Simple problems). Text book:1

Chapter: 6 (sec 6.7)

&
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Unit =V : FACTORIAL EXPERIMENTS

Factorial experiments — 27, 2 factorial designs — main effects and interactions. Contrast,
Orthogonal contrast —Statistical analysis of 2?7 designs . Confounding and Partial confounding-
definition only. Text book:1 Chapter: 6 (sec 6.8)

Unit = VI : APPLICATIONS

Exposure to various statistical designs leading to the analysis of variance, eliminating
heterogeneity of the data, construction of designs will be provided.

Text Books

1.8.C.Gupta and V.K.Kapoor — Fundamental of applied Statistics, Sultan ~ Chand and
Sons,4™ thoroughly revised edition, Jan 2007,

2 Experimental Design — 2™ Edition — William G. Cochran & Gertrude M.Cox., John
Wiley & Sons, Classic library edn. 1992.

3. Design & Analysis of Experiment- Montgomery.

CO-PO Mapping for Design of Experiments

Pos
Cos PO1 PO2 PO3 PO4 PO5 | PO6
COl1 1 - 1 - - “
coz |- - 1 - - 2
co3 |- - 2 - - 2
co4 |- . - - 2 I
coOs5 |- - - . E 2

(High correlation -3, Moderate correlation-2), No correlation-(-)
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEM -V

CC-10p Practical — 111
(Sampling and Design)

22K5810P

Hrs:5

Credit:3

Course objectives:

1.The students with methodological tools and statistical techniques for sample test
2.To understand will help them to undertake various sampling plans.
3.To provide orientation of statistics while designing statistical experiments, particularly in
agricultural set-up and in pharmaceutical production processes.

Course outcomes:

Cos Statements

Col This paper explored systematic enquiry in understanding the cause and
consequences of events and use to improve research technique in various
fields.

C0o2 Analyse data from surveys using various sampling plans

CO3 Use appropriate method of sampling.

Co4 Derive the analysis for various designs.
Interpret statistical results from an experiment and report them in non-

COs5 technical language

Unit - 1: ESTIMATION OF SRSWOR AND SRSWR

Estimation of mean and variance of the population of SRSWR and SRSWOR. Estimation

of mean and variance of stratified random sampling using Neyman’s optimum Allocation method
and proportional allocation. Text Book :1 Chapter :7[7.7-7.9]

Unit-II: ESTIMATION OF SYSTEMATIC AND STRATIFIED SAMPLING

Estimation of mean and variance of systematic sampling. Comparison of simple random

sampling, stratified and systematic sampling using variance and estimation of gain in efficiency,_.

Text Book :1 Chapter :7[7.10,7.11]
Unit — III: ANALYSIS OF CRD AND RBD

Unit — IV: ANALYSIS OF CRD AND RBD
Latin Square Design with one or two missing observations. Text book:2 Chapter: 6(sec 6.7)

Unit — V: ANALYSIS OF FACTORIAL EXPERIMENTS
Analysis of 2* and 2’ factorial Designs with Confounding. Text book:2 Chapter: 6 (sec

6.9)

Analysis of CRD, RBD with one or two observations Per cell. Missing plot techniques in
RBD (one or two observations missing). Text book:2 Chapter: 6 (sec 6.5,6.6,)
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Unit — V1I: APPLICATIONS

Exposure to various statistical designs leading to the analysis of variance, eliminating
heterogeneity of the data, construction of designs will be provided.

Text Books and Reference

1. S.C.Gupta and V.K.Kapoor - Fundamental of Mathematical Statistics, Sultan Chand and

Sons, Eleventh thoroughly revised edition.
2. Experimental Design — 2™ Edition — William G. Cochran & Gertrude M.Cox., John

Wiley & Sons, Classic library edn. 1992.

CO-PO Mapping for Practical - ITI (Sampling and Design)

Cos Pos

PO1 |PO2 |[PO3 |PO4 |[PO5 |PO6
col |1 - 1 = . -
co2 |- - 2 - - 2
co3 |- . 1 a - 2
co4 |- 5 . - 2 1
CcCos |- - - - - 1

(High correlation -3, Moderate correlation-2), No correlation-(-)

55
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Kunthavai Naacchiyaar Govt.ArtsCollege (W) Autonomous, Thanjavur,

SEM -V | MBE- 1:1 | SIMULATIONAND 2IKSSELS] | Hrs:5 | Credit:5
INVENTORY CONTROL

Course objectives:

1. Explain the meaning and objective, describe the meaning and objective of

inventory management
2. Know the factor affecting the level of inventory
3. Also understand the various techniques of inventory control

Course outcomes:;

Cos Statements e
CO1 Discuss the role information technology in managing in ventories
€02 'Dotcrt}xin-: in the order ¢1U;111tif3;f__:_ 5 '___- ________ __ __
co3 Describe the function and costs of an inventory system,
cO4 Determination of invcntor_y problems with no shortages m gt
COo5 Determination of inventory problems with shortages ,

=

Unit — I: INTRODUCTION TO SIMULATION AND LIMITATIONS OF SIMULATION

Simulation -Introduction, Reasons for applying simulation technique, Methodology of simulation,
~ Simple

simulation models, Advantages and Limitations of simulation. Event — type simulation ~
problems. Generation of random numbers — various methods of generation of random numbers.
Monte — Carlo simulation and its general procedure — simple problems.

Text Book :1 Chapter 22

Unit - II: INTRODUCTION TO INVENTORY

ry — Objectives of Scientific Inventory control — Reasons for

Introduction of Invento
Cost associated with Inventories — Factors

maintaining Inventories — Types of Inventories —

affecting Inventory control. The concept of EOQ.
Deterministic Inventory Model (EOQ Model) :Model : I - Derivation of EOQ model with

uniform rate of demand, Infinite production rate, no shortage & lead time is zero — simple
problems. Text Book :1 Chapter 19,20

.
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Unit - IIT: INVENTORY PROBLEMS WITHOUT SHORTAGES

Deterministic inventory problems with no Shortages :‘Model : II = Derivation of EOQ
model with several production runs of unequal length, no shortage and lead time is zero — simple

proble:

Model : 111 — Derivation of EOQ model with uniform rate of demand, finite production
rate, no shortage and lead time is zero — simple problems.
Text Book :1 Chapter:19
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Unit —IV: INVENTORY PROBLEMS WITH SHORTAGES

Deterministic inventory problem with Shortages :Model : IV — Derivation of EOQ model
with infinite production and variable order cycle time, shortage allowed and lead time is zero —
simple problems.

Model :V — Derivation of EOQ model with finite production, shortage allowed and lead

time is zero — simple problems.
Text Book :1 Chapter :19

Unit - V: INVENTORY PROBLEMS

Inventory problems with uncertain demand — Determining optimum buffer stock .
Systems of Inventory control — Fixed order quantity system (Q-System), Periodic Review System
(P- System) — simple problems. Comparison between Q-System and P- System.

Text Book :1 Chapter :19,20

Unit — VI: APPLICATIONS

Explain the meaning and objective; describe the meaning and objective of inventory
management. Know the factor affecting the level of inventory also understand the various

techniques of inventory control.
Text Book :1 Chapter:19(19.5)

Text Books
1.Kanthi Swarup, Gupta, P.K. & Man Mohan : Operations Research — Suttan Chand & Sons -
New Delhi.

CO-PO Mapping for SIMULATION AND INVENTORY CONTROL

Pos
COs PO1 PO2 PO3 PO4 PO5 PO6
Ccol 1 - 1 - - -
co2 - - - - 1 2
cO3 - = 1 2 - =
CO4 - = - - 1 1
CQO5 - = - - - 1

(High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naachiyaar Govt.ArtsCollege (W) Autonomous,Thanjavur.

SEM-V | MBE-1:2 | FUZZY SET THEORY | 22K5SELSI Hrs:5 | Credit:5 |

Objectives

Fuzzy set theory can be used in the development of intelligent systems for decision
making, identification, pattern recognition, optimization, and control.

Course outcomes:

Cos Statements

CO1 Understand the concept of fuzziness involved in various systems.

CO2 Comprehend the fuzzy logic control and adaptive fuzzy logic and to
design the fuzzy control using genetic algorithm.

CO3 Practice and solve the various distributions to simple practical
problems.

CO4 Expose the real-life applications of continuous distribution.

COS5 Analyse the application of fuzzy logic control to real time systems.

Unit—I: FROM CLASSICAL (CRISP) SETS TO FUZZY SETS

Introduction —Crisp sets: An overview — Fuzzy sets: Basic Types.

Unit-II: FUZZY SETS

Basic concepts — Characteristics and significance of theparadigm shift -
Additional properties of a-cuts.

Unit - ITII: FUZZY SETS VERSUS CRISP SETS

Representations of Fuzzy set —Extension principle for Fuzzy sets —
Types of operations.

Unit — 1V: OPERATIONS ON FUZZY SETS

Fuzzy complements-Fuzzylntersections: t-norms- Fuzzy unions; {-
conforms.

Unit - V: TWO TYPES OF OPERATIONS

Combinations of operations — Aggregation operations.
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, TEXT BOOK:

George j. Klir / bo yuan,
theory andapplication”
Itd., new delhi, 2008.

“fuzzy sets and fuzzy logic
, prentice hall of india private

|, (Ch.1:§1.1-13)
2. (Ch.1: § 1.4, 15& Ch.2: §2.1)

3.(Ch. 2: §22,23&Ch.3:§ 3.1)
4. (Ch. 3: §3.2-34)
5. (Ch. 3: §3.5,3.6)

REFERENCE BOOK:
S. Nanda, & N.R. Das, “Fuzzy Mathematical Concepts”,
Narosa PublishingHouse, New Delhi.
CO-PO Mapping for FUZZY SET THEORY
Pos
\;us po1 | P02 |PO3 po4 |POS PO6
col |1 . 1 - E .
co2 |- - 1 : . 2
CO3 |- ; 2 : - 2
co4 |- - - 3 2 1
cOos |- - - - - 2
(High correlation -3, Moderate correlation-2), No correlation-(-)
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEM-V SBEC 271 STATISTICAL SURVEY 22KS5SBEC2 | Hrs:2 | Credit:2

ANALYSIS

Course Objectives:
1. Students should know the steps involved in qualitative data collection.
2. Students should know the types of qualitative data typically collected in a qualitative

study,

3. Identify and discuss the role and importance of research in the social sciences.
4. This course describes the various methods used for modeling and evaluating survival

data.

Course Outcomes:

Cos Statements
co1 After completing this course we will be able to describe survival data
format it appropriately for analysis and understanding.
co2 Apply the knowledge for Survival analysis including su‘:vival time and
event censoring and survival function and hazard functions.
Learn how to select and apply appropriate scaling and scoring metrics,
CO3 how to create an analysis plan and how to present survey findings in
useful tables and charts.
To design a good qualitative purpose statement and a good central
Co4 0 Wt
question in qualitative research
To create scientific knowledge, to integrate ideas into a solution, to
CO5 : A
propose an action plan, to formulate a new classification scheme
Unit-1:.

Organizing a statistical survey- Planning the survey, Executing the survey - Drafting an
effective questionnaire, difference between questionnaire and schedule.

Unit - II:

Sampling - Census and Sample method. Sampling and Non-sampling errors.

Unit - IT1:.

Collection of data - Primary data - methods of collecting primary data. Internet Survey and
Telephone Survey. Secondary data - methods of collecting secondary data and precautions while

using secondary data.

Unit-1V:

Classification of data — Types of Classification - Chronological classification,
Geographical classification, Quantitative classification and Qualitative classification. Formation
of discrete frequency distribution and Formation of continuous frequency distribution.

Unit-V:

Tabulation of data - Parts of a table and general rules of tabulation. Types of tables -
simple and complex table, Machine tabulation and Cross tabulation — Practical Survey and Report

Writing.




Unit - VI
Planning the survey based on the data. Collection of data of the data.

Text Book
Gupta. S.P, Statistical Methods , Sultan Chand & Sons, New Delhi,

CO-PO Mapping for Statistical Survey Analysis

Pos
Cos [PO1I [PO2 [PO3 [PO4 [PO5 |PO6
Col |1 - 2 - -
co2 |- - 2 - 1 1
CO3 |- - 1 . - -
Co4 |1 - - 2 1 -
Cos |1 -2 - - ] 1

(High correlation -3, Moderate correlation-2), No correlation-(-)
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Kunthavai Naachiyaar Govt, Arts College (W) Autonomous, Thanjavur

TSIEI\-I-\-’ '"EBI':EE:':"""'liili'rii'iiﬁlm"|"n'(: I”zzxsmu-:{:zl Hours: 2 Credits: 2

~ METHODS

Course Objective:

The course aims to study the applications of Statistics in the ficld of Health statistics,

Course outcomes:

Cos Statements
COl1 Enumerate the source of vital statistics
Calculate basic measures to evaluate vital
CO2 s
Statistics
Co3 Determine fertility and mortality rates.
Co4 Derive information from the life tables.
CO5

Extract information from the life tables.

Unit- I : DEMOGRAPHY DEFINITION

Demography — definition, sources of demographic data — Population Census — Demography
surveys — Registration method: vital registration — Population register and other administrative
records, registrat

Text Book :2 Chapter :16

Unit — II: MEASUREMENT OF MORTALITY

Measurement of mortality: Crude death rate — Specific death rate — Age specific death rate —
Infant mortality rate — Standardized death rate — Direct method of standardization — Indirect
method of standardization — Simple problems. Text Book :2 Chapter :16

Unit - IIT :MEASURE OF FERTILIDY
Measure of fertility: Crude birth rate — General fertility rate — Specific
fertility rate —Age specific fertility rate — Total fertility rate — Simple problems..

Text Book ;2 Chapter :16

Unit - IV: PROBLEMS IN DEMOGRAPHY
Gross reproduction rate — Net reproduction rate — Simple problems.

Text Book :2 Chapter :16

Unit - V: USESLIFE TABLES
Life tables — Uses of life tables — Curate expectation of life and
complete expectation of life ~ Central mortality — Description of a life
table — Construction of a life table — Simple problems .

Text Book :2 Chapter :16

| %),




‘¢ & &

4

VUWwWeWlLeEeCcecececececeeceecece

Text Books:

D. C. Sancheti& V. K.Kapoor: Statistics

S.P. Gupta: Statistical Methods.

CO-PO Mapping for DEMOGRAPHIC METHODS

Pos
Cos |PO1 |PO2 |PO3 |[PO4 |[PO5 |PO6
eol i - 1 - - -
co2 |- | T T T
Co3 |- - 2 - - 2
Co4 |- - - - o 1
COos |- - - a - 2

(High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEMV

SBEC3 FIELD WORK/ 22KSSBEC3 | Hrs: | Credit:2
INTERNSHIP/EXTERNSHIP

1.Students are , Exposed to real work environment.
2.Trained to use statistical concepts for .
3.real world problems, Able to prepare report.

4.Able to explain practical utility in real life situations.
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| SOFT SKILLS DEVELOPMENT
v |
lu
v
I i -
v COURSE OBJECTIVES:
N Today's v.lrorld is all about relationship, communication and presenting oneself, one's ideas and the
i company in the most positive and impactful way. This course intends to enable students to achieve
|U excellence in both personal and professional life.
!0 R O o s ey R i
E‘J On the successful completion of the coulse, the students will be able to
!‘) | COI - Help the students to understand themselvos ]
J CO2 - Identify the ways to improve relationships

CO3 - Have an introduction to art of speaking and listening.
D CO4 - Develop Confidence with correct body language

| CO5 - Manage stress.

3

UNIT 1
% J Know Thyself/ Understanding Self
I Importance of soft skills. How to Practice soft skill? Self discovery- Importance of knowing
% yourself. Process of knowing yourself, SWOT Analysis. Benefits of positive attitude. Ways to

hielp you develop positive attitude. Steps to overcome negative attitude.

UNIT 11
Interpersonal Skills/ Understanding Others
Skills needed for teamwork. Characteriglics of effective team.}”? Role of a team leader. &3, Nine

persons a successful team should have. {Groups — Definition, Why arc groups formed? Types of
group, Stages of group development, Group cohesiveness —Definition, factors influencing group

cohesiveness.

= S Fas Tan Ta ¥

UNIT 1M
Communication Skills / Communication with others:
‘. "Art of speaking: Tips for effective communication, Conversation TIPS, Points to be kept in mind

while communicating with others. Barriers to communication.
Art of listening: Meaning of Listening, Benefits/ advantages of active listening, Kinds of

listening. Poor Listening habits. .

-

UNIT IV
Corporate Skills / Working with Others:

i
™

[a
-
e
=,

I
-
“

o




CE€Cc &
\\\

=

Benefits of etiquette, Tips to Develop Confiderce “with correct body language. Tips for
professional etiquette, Manners to be followed in ortier to get respect from others. Mobile phone

etiquettes to be followed. Annoying office habits.

UNITV

Selling Self

Tips for writing e CV. Do’s and Don'ts
Interview. Essentials elements of a Group
discussion, Tips for managing stress.

in Writing a resume. Do's and Don'ts while attending 2n
Discussion, Etiquettes to be followedin Group

TEXT BOOKS:
Alex K. (2012) Soft Skills - Know Yourself & Know the World, S.Chand & Company

LTD, Ram Nagar, New Delhi- 110 055.

REFERENCE BOOKS: -3
(i) Developing the leader within you John ¢ Maxwell

(i) Good to Great by Jim Collins

(iii) The seven habits of highly effective people Stephen Covey
(iv) Emotional Intelligence Daniel Goleman

(v) You can win Shiv Khera

(vi) Principle centred leadership Stephen Covey

PO-CO MAPPING .
PO1 |PO2 |PO3 |PO4 |POS FO6 |PO7 |PO8 [POY |PO10

co1

Co1

Co3

co4

CO5

\

W)W WU YW ULVLL LV UVWYWEWVYYCECECOLCLCLCCECECeeccoceore

1-Low , 2-Moderate, 3- High Correlation
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEM-VI| CC-11 | Statistical Inference - 11 22KE811 Hrs= | Credit:f

Course objectives:
1.0n completion of this paper, students will be able to understand the general principles and
methods involved in doing Testing of Hypothesis and familiarizes.
2.The students with methodological tools and statistical techniques, explaining large sample
fest .
3.To understand small sample test will help them to undertake empirical research
independently.

Course outcomes:

Cos Statements

COl This paper explored systematic enquiry in understanding the cause and
consequences of events and use to improve research technique in various
fields,

co2 Solve the Partial correlation and Regression coefficient.

CO3 Apply in Chi-square test —~Application

CO4 The one-sample runs test for randomness — The Sign test — Wilcoxon’s
Signed Rank Test.
Application of- Wilcoxon-Mann-Whitney U-test, Kolmogorov — Smirnov

CO5 two- sample test

Unit — 1: TESTING OF HYPOTHESIS

Testing of hypothesis — definition, Simple and composite hypothesis, power of a test, most
powerful test. Test of significance based on Normal distribution — Test of Significance for single
mean and difference of means, Test for single proportion and difference of proportions Test for
single S.D & difference of S.D — Simple problems. Text book:1 Chapter: 18 (sec 18.2), Chapter

14 (14.1-14.8)

Unit - II: SMALL SAMPLE TEST

Small sample test based on ‘t’ distribution assumptions application — Test of significance
for single mean and difference of means, Paired ‘t’ test, Test of significance of correlation
coefficient- Partial correlation and Regression coefficient - simple problems. Text book:l

Chapter: 16 (sec 16.3.3)

Unit — 111 : APPLICATION OF STATISTICAL HYPOTHESIS

F- Test - Application- Test for equality of population variances , Test for observed
multiple correlation coefficient, observed sample correlation ratio, linearity of Regression. Text
book:1 Chapter: 16 (sec 16.3.4)
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Unit — IV: APPLICATION OF CHI-SQUARE TEST

Chi-square test —Application- Test of significance based on population variance, test for
goodness of fit and test for independence of attributes — simple problems. Text book:1 Chapter:

16 (sec 16.8)

Unit— V: NON - PARAMETRIC TEST

Non-parametric tests — Definition, advantages and di:;advanlag,es — Run test, Median test,
Sign test and Mann Witney U-test (One sample and two samples) — Simple problems.Text book:1
Chapter: 18(sec 18.7)
Unit - V1 : APPLICATIONS

To solve the testing of hypothesis (Large sample, small sample) and calculating the Non-

parametric test.

Text Books and Reference

I. Fundamentals of mathematical statistics — $.C.Gupta & V.K.Kapoor, Sultan chand &

sons, New Delhi, 11™ thoroughly revised edition. S N
2. Statistical Methods- S.P. Gupta, Sultan chand & sons, New Delhi, 35" revised edition —

2007.

CO-PO Mapping for Statistical Inference - 11

Pos
COs PO1 PO2 PO3 PO4 PO5 PO6
CO1 1 - 2 - - -
co2 - 2 - 1 1
CO3 - 2 1 - - -
C0O4 - = = 1 = !
CO35 1 - 1 - - 2

(High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEM-VI CC-12 NUMERICAL ANALYSIS 22K6512 | Hrs:7 Credit:6

Course objectives:

The course aims to provide students with the specialized knowledge in advanced
numerical analysis.

2. Understand analytical, developmental and technical principles that the relate to
numerical methods for solving differential equations.

Course outcomes:

Cos Statements

Col Aware of using numerical methods in modern scientific computing,

CO2 Analyse and evaluate the accuracy of common numerical methods.

CO3 Apply numerical methods to obtain solution to mathematical

CO4 Determine appropriate method for approximating numerical results.

Cos ?:;EE; nnumerica] methods to obtain approximate solutions to mathematical

Unit —I: FINITE DIFFERENCES

Finite Differences — Forward and Backward differences, operators A, V & E, and their
basic properties — Interpolation with equal intervals — Newton’s Forward & Backward Difference

formula — Simple problem. Text Book :1 Chapter :19[19.1]

Unit —II: INTERPOLATION WITH UNEQUAL INTERVALS

Interpolation with unequal intervals — Divided differences and their properties — Newton’s
divided difference formula — Lagrange's formula — Simple problems. Text Book :1 Chapter

:19[19.3]

Unit - III:CENTRAL DIFFERENCE INTERPOLATION FORMULA

Central difference interpolation formula — Gauss Forward and Backward difference
formula — Stirling’s, Bessel’s Central difference formula — Simple problems. Text Book :1

Chapter :19[19.1-19.5]

Unit - IV: INVERSE INTERPOLATION

Inverse interpolation : Lagrange’s method — Interaction of successive approximation
method — simple problems. Text Book :1 Chapter :19][19.4]

-
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Unit— V: NUMERICAL INTEGRATION

Numerical Integration : Trapezoidal Rule — Simpson’s %"’ & 38”‘ rules — Weddle’s
Rule - Euler’s summation formula — Simple problems. Text Book :1 Chapter :19[19.5]

Unit - VI: APPLICATIONS

The course aims to provide students with the specialized knowledge in advanced
numerical analysis, Understand analytical, developmental and technical principles that
the relate to numerical methods for solving differential equations.

Text Books
1.Fundamentals of Mathematical Statistics.

2.Scarborough, B.Numerical Mathematical Analysis, OUP.
3.Sastry, 8.S. Introductory method of numerical Analysis, P.H.L.
4 Balasubramanian : Numerical Mathematics, Vol I & IL.

(Data can be taken from online )

CO-PO Mapping for Numerical Analysis

Pos
Cos POI1 PO2 PO3 PO4 PO5 PO6
col |1 - 1 - - -
co2 |- - 1 - - 2
co3 |- - 2 - - 2
Cco4 |- : : - 2 1
cos |- - - - = 2

(High correlation -3, Moderate correlation-2), No correlation-(-)
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Kunthavai Naachiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEM - VI | CC-13(P) | PRACTICAL -1V 22K6813P | Hrs:5 | Credit:6

(INFERENCE AND NUMERICAL)

Course objectives:

1. To development of the computer technology, it is necessary

2. To develop efficient algorithms for solving problems in science and technology.

3. The main objective is to provide the knowledge of concept of sample and population in
statistics and also the various sampling schemes and estimation of population parameters

and their respective standard errors.

Course outcomes:

=

Cos Statements

This paper explored systematic enquiry in understanding the cause and

CO1 consequences of events and use to improve research technique in
various fields.
Co2 Analyse and evaluate the accuracy of common numerical methods.
CO3 Apply numerical methods to obtain solution to mathematical
CO4 Determine appropriate method for approximating numerical results.
Apply numerical methods to obtain approximate solutions to
COs5 i :
mathematical solution.

Unit — I: TESTING OF HYPOTHESIS FOR NORMAL DISTRIBUTION

Test of significance based on Normal distribution — test of significance for single mean
and difference of means, single proportion and difference of proportions for large samples. Small
tests based on“t’ distribution — test of significance for single mean and difference of means

sample
— tests for independence of attributes and goodness of fit. Text book:1 Chapter:

(paired t - test) xz
14 (sec 14.7,14.8,14.4)

Unit — II: CONFIDENCE INTERVAL

Confidence interval for single proportion, difference between proportions, single mean
and difference of means using Normal distribution. confidence interval for single mean and
difference of means (Using ‘t’ statistic), confidence interval for variance (using “y” statistic) and
confidence interval for variance ratio (using ‘F” statistic). Text book:] Chapter: 17(sec 17.7)

Unit — ITI: NON- PARAMETRIC TEST

tric tests — Run test, Median test, sign test and Mann whitney U - test (one

Non-parame
sample and two samples).To test of significance based on Normal distribution and confidence

interval and solve the central difference interpolation method. Text book:1 Chapter:18 (sec 18.7)
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Unit - IV: NEWTON’S FORWARD FORMULA AND LAGRANGE’S FORMULA
Newton’s Forward and Backward difference formula. Interpolation with unequal intervals.

Newton’s divided difference formula and Lagrange’s formula.

Text Book :1 Chapter :19[19.4] Text Book :1 Chapter :19[19.1]

Unit - V: CENTRAL DIFFERENCE INTERPOLATION FORMULA

Central difference interpolation formula — Sterling’s and Bessel’s formula. Numerical
Integration : Trapezoidal Rule, Simpson's 1/3" and 3/8" rules, Weddle’s rule. . Text Book :1
Chapter :19[19.5] Text Book :1 Chapter :19[19.1]

Unit - VI: APPLICATIONS
To solve the testing of hypothesis (Large sample, small sample) and calculating the Non-
parametric test. The course aims to provide students with the specialized knowledge in

advanced numerical analysis.

Text Books:

1. Fundamentals of Applied Statistics — S.C. Gupta and V.K. Kapoor, Sultan Chand and Sons. 4"

thoroughly revised edition, Jan 2007.
2.Statistical Quality Control — R.C.Gupta, kanna Publishers, Delhi.
3.Fundamentals of mathematical statistics — S.C.Gupta & V.K.Kapoor, Sultan chand & sons, New

Delhi, 11™ thoroughly revised edition.

CO-PO Mapping for Practical —Iv (Inference And Numerical)

Pos
Cos PO1 PO2 |PO3 |PO4 |PO5 |PO6
col |1 - 1 - - -
co2 |- - 1 - - 2
co3 |- - 2 - - 2
co4 |- - - - 2 1
cos |- - - - - 2

(High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEM - VI

MBE2:1 STATISTICALQUAL]'I:YCDNTRDL 22K6SELS2 | Hrs:5 | Credit:5

Course objectives:

1. The objective of this course is to equip the students with knowledge of industrial statistics as

well as applications of various industries.
2. This paper gives an exposure to quality control and its concepts and also explains the reliability

concepl.

Course outcomes:

Cos Statements

Col Although descriptions of specific characteristics are helpful, they
are not enough to identify whether there is a problem with quality.

co2 The tools in each of these categories provide different types of

information for use in quality analysis.

CO3 Acceptance sampling can help to solve this problem.

Unit—1: CONCEPT OF SQC

Statistical quality control — definition ~Basis of SQC. Chance and assignable causes —
Benefits of SQC — process and product control — control charts — 3a control limits — tools for
SQC. . Text Book :1 Chapter :1[1.1-1.3]
Unit — II: CONTROL CHARTS FOR VARIABLES

Control charts for variables — steps for X and_R charts — control limits for X charts and R
charts — criterion for detecting lack of Control in X charts and R charts. Interpretation of X
charts and R charts. Control charts for standard deviation. . Text Book :1 Chapter :1[1.5]
Unit — I1I: CONTROL CHART FOR ATTRIBUTES

Control charts for attributes — Types of attributes — p chart and d chart — definition, mean
and variance. Three methods of p and d charts for variable Sample size. Interpretation of p chart.

Text Book :1 Chapter :1[1.6]

Unit - IV: CONTROL CHART

Control charts for no. of detectives per unit (c — charts) — definition — limits, mean and
variance, ¢ - chart for variable sample size — application — Natural tolerance limits and

specification limits — interpretation. Text Book :1 Chapter :1{1.7]

Unit-V: ACEPTING SAMPLING

AQL, LTPD, Consumer’s risk, Producer’s risk, AOQL, O.C curve, ASN - Definitions.
Dodge and Roming rectifying sampling inspection ~ Single sample plan, determination of n and c.
Text Book :1 Chapter :1[1.10]

’
N




e GCcCEceeeecceeec

-

|

U VWU UL WU VI WY

Vov

Y IV w WV

Unit - VI: APPLICATIONS
To solve the control chart for variables and attributes using the sampling inspection plan(single

and double ).

Text Books
1 .Fundamentals of Applied Statistics — 8.C. Gupta and V K. Kapoor, Sultan Chand and Sons.

4" thoroughly revised edition, Jan 2007. ‘
2 Statistical Quality Control — R.C.Gupta, kanna Publishers, Delhi.

3.Statistical Quality Control -Montgomery.

CO-PO Mapping for Statistical Quality Control

Pos
Cos PO1 PO2 |[PO3 |PO4 |POS |PO6
COl 1 - ] - - -
coz2 |- - 1 - - 2
co3 |- - 2 - - 2
co4 |- - - - 2 1
cOs |- - - - 2

(High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEM - VI

MBE-2:2 | BAYESIAN INFERENCE | 22K6SELS2 | Hrs:5 Credit:5

Course Objectives:

To develop the Bayesian frame work for data analysis and its flexibility and be
able to demonstrate.
Course Outcomes:

Cos Statements

CO1 Understand the concepts of prior and posterior distributions

CO2 Be able to differentiate between classical and Bayesian inference.

CO3 Applications of various loss and risk functions.

CO4 Be able to apply the concept of Bayesian inference in different fields
of applications.

CO5 Develop the Bayesian frame work for data analysis and its flexibility

and be able to demonstrate.

Unit-1: BAYESIAN POINT ESTIMATION

Bayesian point estimation: as a prediction problem from posterior distribution. Bayes
estimators for (i) absolute error loss (ii) squared error loss (iii) 0-1 loss.
Unit-1I: GENERALIZTION OF FUNCTIONS

Generalization to convex loss functions. Evaluation of the estimate in terms of the
posterior risk. theorem — prior and posterior distributions. Conjugate priors and Jeffrey’s priors,

examples,

Unit-I1I: BAYESIAN INTERVAL ESTIMATION

Bayesian interval estimation: Credible intervals. Highest posterior density regions.
Interpretation of the confidence coefficient of an interval and its comparison with the
interpretation of the confidence coefficient for a classical confidence interval.

Unit-1V : BAYESIAN TESTING OF HYPOTHESIS
Bayesian testing of hypotheses : Specification of the appropriate form of the prior

distribution for a Bayesian testing of hypothesis problem. Prior odd’s Posterior odds.

Unit-V: BAYESIAN FACTORS OF TYPES OF HYPOTHESIS PROBLEMS
Bayes factor for various types of testing hypothesis problems depending upon whether the
null hypothesis and the alternative hypothesis are simple or composite.

Unit-VI : APPLICATIONS
Bayesian testing of statistical hypothesis and Different types of Errors and their

prohlems.
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Text Book:

Berger,J.O. : Statistical decision theory and Bayesian analysis, Springler Verlag.

Robert, C.P. and Casella, G.Monte Carlo : Statistical methods, Springer Verlag,
Leonard, T. and Hsu, J.8.J. : Bayesian methods, Cambridge University press.
Degroot, M.H. : Optimal statistical decisions, McGraw Hill.

Bernando, J.M. and Smith, A.F.M. : Baysian theory, John Wiley and sons.
Robert, C.P. : The Bayesian choice : A decision theoretic motivation, Springer.

CO-PO Mapping for Bayesian Inference

Pos
Cos PO1 PO2 PO3 PO4 PO35 PO6
COl 1 - 1 - - -
co2 |- - 1 - 2
CcO3 |- - 2 - - 2
Co4 |- - - - 2 1
CO5 |- - - - - 2

(High correlation -3, Moderate correlation-2), No correlation-(-).

10



C -

6Jduuuuuuuuuuauuoccccccccccccc_

) )

Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEM VI MBE -3:1 PROGRAMMING IN ‘'C? 22K6SELS3 Hrs:5 | Credit:5

Course objectives:

1. To the features and syntax of the C - programming language and train the
students to write the efficient program in C.

2. To understand the practical Training in C - programming language and problems
occurred in systems.

3. To explore the concepts of information technology and communication via
computers

Course outcomes:

Cos Statements
Various basic concepts, features and components related to C
co1 programming language, and structure of C program
co? Various operators used like logical, assignment, conditional, bitwise in C
program
Control statements, conditional statements, break and continue
Cas statements, arrays, etc. in C program
CO4 Understand the dynamics of memory by the use of pointers andfunctions
CO5 Develop skills towards write, compile and debug programs inC language

Unit - I: INTRODUICTION AND DEFINITIONS

Introduction to ‘C’ ,Importance of C, Printing a Message, Adding two Numbers
,Constants, Variables, Data types — Declaration of Variables, Declaration of Storage Class
Assigning Values to Variables.

Unit - II: OPERATORS
Arithmetic Operators — Special Operators, Arithmetic Expressions — Type conversions in
Expressions, Operator Precedence and Associativity, Mathematical Functions.

Unit - I1I; TYPES OF STATEMENT
Decision Making with if statement, Simple if Statement — The Else if Ladder, The Switch

Statement — Goto Statement, The While Statement - The For Statement.

Unit-IV: TYPES OF ARRAYS
One-dimensional Arrays — Multi-dimensional Arrays, Declaring and Initializing String
Variables — Writing Strings to Screen, Comparison of Two Strings, String-handling Functions.
Unit-V: FUNCTIONS
Introduction, Elements of User — defined functions — Recursion, Introduction — Structure
Initialization.
=11
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Unit - VI: APPLICATIONS

To understand the practical Training in C — programming language and problems
occurred in systems.

Text Books

Balagurusamy.E, “Programming in ANSI C”, Tata McGraw Hill Publishing company.
Unit- I[(Chapter 1(1.1 to 1.4, & 1.8 to 1.10) Chapter 2(2.1 to 2.10).

Unit- II Chapter 3 (3.1 to 3.16).

Unit- 111 Chapter5(5.1 to 5.9),Chapter6(6.1 to 6.5).

Unit- TV Chapter 7(7.1 to 7.7), Chapter 8(8.1 to 8.4 & 8.7 ,8.8).

Unit -V Chapter 9 (9.1,9.4 to 9.16)Chapter 10(10.1 to 10.5)

CO-PO Mapping for Programming in ‘C’
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Pos
Cos PO1 PO2 PO3 PO4 POS5 PO6
COl1 | - 2 - -
coz |- - 2 - ] 1
Cco3 |- - 1 - - -
COo4 |1 - - 2 1 -
CO5 1 -2 1 1

(High correlation -3, Moderate correlation-2), No correlation-(-).

12
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

SEM-VI MBE3:2 STOCHASTIC 22K6SELS3 | Ints.Hrs:5 | Credit:S
PROCESSES

Course Objective:
To analyze the stochastic models and utilities

Course Qutcomes :

Cos Statements
80)! Explain basic concepts of Stochastic processes.
co2 Implement and apply appropriate stochastic models.
Co3 Explain various stochastic processes
CO4 Calculate transition probability matrix.
CO5 lllustrate stochastic models clearly, in verbal form

Unit — II : Stochastic Processes
Stochastic processes — Definition - Classification of Stochastic processes — Examples of
Stochastic processes

Unit — II : Markov Chains
Markov Chains — Definition and examples — Higher transition probabilities
— Chapman —Kolmogorov equation — Classification states.

Unit — I11: Poisson Process
Poisson process — Poisson process and related distributions — Birth and death process.

Unit - IV: Branching Process
Branching Process — Properties of generating functions of branching process.

Unit -V: Stationary Process
Stationary process like — Moving average — Autoregressive — Autoregressive

moving averageprocesses.
Unit -VI : Problems of Stochastic Process

Simple problems of moving average and auto moving average

Text Books:
Medhi, J. : Stochastic Processes

Books for Reference:
Karlin, S. And Taylor, H.M. : A First Course in

Stochastic ProcessesRoss, S.M. : Stochastic Processes

13
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Kunthavai Naachiyaar Govt. Arts College (W)Autonomous, Thanjavur

SEMH AC1 | MATHEMATICAL STATISTICS - 1| 22K3MAS1 | [ngt.Hrs:4 | Credit: 3
i

Course objective:
1. The course aims to introduce the basic concepts in statistics.

2. Learning the preliminary tools and concepts (diagrams and graphs)

3. To solve graphical representations introducing of descriptive statist
including those for two variables.

4. To learn adapt to the distributions in the various fields (especial
disciplines)

5. To introduce the notion of probability, random variable and expectation, based on which
statistical theory and tools have been developed.

jcal measures,

ly chance factors in all

Course Outcomes:
Cos Statements
Co1 Knowledge of various types of data, their organization and evaluation of

summary measures such as measures of central tendency and dispersion etc.
co2 Information about various Statistical organizations in India and their functions
for social developments.
Identify the type of statistical situation to which different distributions can be applied.

CO3
CcO4 Use the Mathematical expectation to solve simple practical problems.
CO5 Use the discrete distribution based binomial and Poison distribution.

Unit - I : STATISTICAL DATA, VARIOUS MEASURES OF CENTRAL TENDENCY

, Statistical data — primary and secondary (definition only). Formation of frequency
distribution. Various measures of central tendency — Mean and Properties median, mode,
geometric mean, Harmonic mean — Simple problems.

Text Book Chapter I (Sec: 1.1 - 1.4) Chapter 2 (Sec: 2.3-2.9),
Unit —II :MEASURES OF DISPERSION

Measures of Dispersion — Range, Quartile deviation, Mean deviation, standard deviation —
their coefficients — merits and demerits skewness — Karl Pearson’s and Bowley’s coefficient
(Simple problems). Text Bmk:bhaprera?{&eﬁ.—}-:?:?ﬁm.u) @zf_ v 2.13, :.19
Unit —I11 : PROBABILITY, DISCRETE AND CONTINUOUS RANDOM VARIABLES

Probability — Definition, Axiomatic approach to probability — Additive and multiplicative

laws of probability (Two variables only) and conditional  probability. Concept of Random
variables — Discrete and Continuous Random variables — Distribution function, pmf, pdf and their
properties (simple problems). T £° | hapler - €9 .
Unit = IV : MATHEMATICAL EXPECTATION -
Mathematical Expectation — Addition and Multiplication theorems (two variables only). Moment
generating and characteristics functions, their properties. Conditional expectation and conditional
variance (simple problems).

7271 Choplar- b C‘?"'I""B o)
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Unit — V : BINOMIAL AND POISSON DISTRIBUTIONS

Binomial and poisson distributions — moments, 7, 42, moment generating function and
cumulant generation function. Fitting binomial distribution and poisson distribution (simple

Prodlems):  Phset peok il Clvpls € [ew, 8-5)
Unit - VI :APPLICATIONS

To solve the measure of central tendency, dispersion and also distribution

Text Books

1. S.C.Gupta and V.K.Kapoor - Fundamentals of Mathematical Statistics, sultan and
sons.

2. 8.P.Gupta — Statistical Methods, sultan and sons. (Revised Edition 2001)

CO-PO Mapping for Mathematical Statistics — |

Pos
Cos PO1 PO2 |[PO3 |PO4 |PO5 |PO6
COl 1 - - - 2 -
co2 |- - 2 5 : 2
CcO3 |- - 2 - - 2
Co4 |- - 2 - - 1
CO5 |- - - - - 1

(High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naacchiyaar Govt. Arts College (W)Autonomous, Thanjavur

SEM AC2(P) MATHEMATICAL STATISTICS ~ 11| 22K4MAS2P | Inst.Hrs:§ Credit: 3
v {Allied Practical)

Course objectives:
1. Practiced to the realized concept of preliminary tools
2. To understand to types of the distributions functions

Course Qutcomes:

Cos Statements

CO 1 Students will be able to implement Measures of central tendency and dispersion

Cco2 Students will be able to implement methods estimation and testing by using
appropriate methods and computing formulae.

CO3 Practiced into the basic level statistical tools

CO4 Practiced into the basic level statistical tools correlations and regression
Equations.

CO5 Discrete distributions expose the real-life applications

Unit - I: MEASURES OF CENTRAL TENDENCY AND MEASURES OF DISPERSION

Measures of central tendency — A.M, Median, GM and H.M. Measures of Dispersion —
Quartile deviation, Mean deviation (from mean & median), SD and their coefficient. Measures of
Skewness, Calculation of first four moments, central moments, f; and S

Text Book :1Chapter 2 (Sec: 2.3-2.9), Chapter 3 (Sec:3.1- 3.9, 3.13, 3.14)

Unit - II : BIVARIATE DISCRETE PROBABILITY DISTRIBUTION

Bivariate discrete probability distribution — Marginal distribution and conditional
distribution. Calculation of Mean, Variance, Covariance, Correlation coefficient, expectation,

conditionalexpectationandconditional Variance.
Text Book 1:Chapter 2 (Sec: 2.1-2.2) Chapter 5 (Sec:5.4.2), Chapter 6 (Sec: 6.10, 6.11, 6.12,

6.12.1)
Unit - 111 : FITTING OF BINOMIAL, POISSON ANDNORMAL DISTRIBUTIONS

Fitting of binomial distribution, Poisson distribution and Normal distributions (area
method only). Text Book :1 Chapter :8,9(8.4,8.5][9.2]

Unit -1V :KARL PEARSON’S COEFFICIENT OF CORRELATION

Calculation of Karl Pearson’s coefficient of correlation, Spearman’s Rank Correlation

coefficient and Regression equation.
Text Bookl :Chapter I(Sec: 2.3-2.9), Chapter 3 (Sec:3.1- 3.9, 3.13, 3.14)

Chapter 10 (Sec: 10.1-10.6), Chapter 11 (Sec:1 1.1-11.8)
Unit - V: LARGE SAMPLE TESTS

Large sample tests — Test of Single mean, difference between means, single proportion
and difference between proportions. Exact sample test — ‘t’ — test for single mean, difference.
between means, paired t — test, chi square test for goodness of fit and independence of attributes.
Text Book 1:Chapter 14 (Sec: 14.3-14.8),

€ e




Unit - VI: APPLICATIONS
To solve the probability distributions such us Normal, t, " and F(Large sample and small sample

1. 8.C.Gupta.and V.K Kapoor - Fundamentals of Mathematical Statistics, sultan and

2. 8.P.Gupta — Statistical Methods, sultan and sons, (Revised Fdition 2001)

, m-m Mapping for Mathematical Statistics — H(Allied Practical)

_ Pos

|Cos [PO1 [PO2 |PO3 |[PO4 |PO5 |PO6
1 - 2

o)

- - 2 , " 2
1 €04 |- - 2 - - 1

(High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naacchiyaar Govt. Arts College (W) Autonomous, Thanjavur

MATHEMATICAL STATISTICS - 11| 2)K4MAS3 | Inst.Hrs:4 | Credit: 3

SEM 4 | AC2

Course objectives:
1. The students should have
distributions such as Normal, t, o and F.
9. The students with methodological tools and

“understood the applications and nature of the probability

statistical techniques, explaining large sample

Unit -1 : NORMAL DISTRIBUTION
an, median, mode, moments, £ and £ 2, moment generating

Normal distribution — me
as a limiting form of Binomial

function and uses of Normal distribution. Normal distribution
distribution. Text Book :1 Chapter :9[9.2]

Unit - 11 : CONTINUOUS DISTRIBUTIONS

Continuous distributions — Rectangular, Exponential, Beta, and their Probability Density
Function, Moment Generating Function, mean and variance.
Text Book :1 Chapter :9[9.3,9.5 ,9.6,9.7]

Unit - ITI: CORRELATION AND REGRESSION

Definition and uses, Karl Pearson’s coefficient of correlation, Spearman’s

Correlation —
sion lines, regression coefficient and

rank correlation and their properties. Simple linear regres
their properties. Text Book :1 Chapter :10,11

Unit - IV: TESTS OF SIGNIFICANCE, TESTING OF HYPOTHESIS, LARGE SAMPLE

TEST
Tests of significance — Definition of Null hypothesis, alternative hypothesis, sampling

distribution, standard error and critical region, Type 1 and Type II errors, one tailed and two tailed
tests. Large sample test for single mean, difference between means, single proportion and

difference between proportions. Text Book :1 Chapter :18

Unit -V : SMALL SAMPLE TESTS, CHI - SQUARE TEST

Small sample fests — “t’- test fnr'single mean, Difference between means. Paired ‘t’ test,
Chi — Square test for goodness of fit and independence of attributes. Text Book :1 Chapter :15,16

test

3To understand small sample test will help them 1o undertake empirical research
independently.
Course Outcomes:

[ Cos Statements |
co1 This paper explored systematic enquiry in understanding the cause and ‘
consequences of events and usc (0 improve research technique in various fields.

Cco2 Practice and solve the various distributions to simple practical problems. j
CO3 Generate the Correlations and Regression equations |
CO4 Explain the concepts of testing of hypotheses (large sample test)
¢O> Explain the concepts of testing of hypotheses (small sample test) -\

g4
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Unit - VI: APPLICATIONS

To solve the probability distributions such as Normal, t, ¢ and F(Large sample and  small

sample).

Text Books

1. 8.C.Gupta and V.K.Kapoor — Fundamentals of Mathematical Statistics, sultan and
SONS. "

2, S.P.Gupta — Statistical Methods, sultan and sons. (Revised Edition 2001)

Pos
Cos PO1 PO2 | PO3 |PO4 |PO5 |[PO6
COl |1 - - . 2 -
co2 |- - i 5 M )
COo3 |- - 2 - 2
CO4 |- - 2 - 1
CO5 |- - - . 1

(High correlation -3, Moderate correlation-2), No correlation-(-),




Kunthavai Naacchiyaar Govt. Arts College (W)Autonomous, Thanjavur

SEM 111 AC1 APPLIED 22K3GASI1

Inst.Hrs:4 Credit:3 l
STATISTICS-1

Course objectives

1. The course aims to introduce the basic concepts in statistics.

2. To provide students with demonstrate their understanding of descriptive statistical data

3. Learning the preliminary tools and concepts (diagrams and graphs)

4. To make the students aware of different type of data sets.

5. To solve graphical representations introducing of descriptive statistical measures, including
those for two variables

Course Outcomes:

Cos Statements

Co 1 Knowledge of Statistics scope and importance in various areas such as
Medical, Engineering, Agricultural and Social Sciences etc.

COo2 Evaluate the diagrammatic representation

co3 Knowledge of various types of data, their organisation and evaluation of
summary measures such as measures of central tendency and dispersion etc.

co4 Knowledge of various types of data, their organisation and evaluation of
summary measures such as measures of dispersion etc.

CO5 Evaluation of skewness and kurtosis.

Unit -1 : CLASSIFICATION AND TABULATION

Definition of Statistics — functions and Characteristics. Statistical Data — Primary and

Secondary. Methods of collecting primary data & secondary data, GIS Definition and meaning
only. Classification — Definition, objects of Classification and types of classification. Tabulation —

Definition, rules for tabulation, Parts of a table and types of tables. Text Book Chapter 1 (Sec:
I-I - 114)
Unit — II: DIAGRAMMATIC REPRESENTATION

Diagrammatic representation — Significance, rules for construction, Types of diagrams —

Simple bar diagram ,component bar diagram, and pie diagram. Graphs of frequency distributions
—  Histogram and ogives, Problems related to  Rainfall, weather  data.

Text Book  Chapter 2 (Sec: 2.1-2.2)

Unit - II1 : MEASURES OF CENTRAL TENDENCY

Measures of Central Tendency — Arithmetic mean, median, mode, Geometric mean &
Harmonic mean, Quartiles — merits and demerits and problems related to weather and climate.

Text Book Chapter 2 (Sec: 2.3-2.9),

Unit - T1V: MEASURES OF DISPERSION
Measures of Dispefsion — Range, Quartile Deviation and Standard deviation — their
coefficients, merits & demerits, problems. Text Book Chapfter 3 (Sec:3.1- 3.9, 3.13, 3.14)

e
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Unit - V: MEASURES OF SKEWNESS AND KURTOSIS

Measures of Skewness — Karl Pearson’s co-efficient of skewness and Bowley's co-efficient
of skewness - problems. Kurtosis - Concept only. Text Book Chapter 3 (Sec:3.13, 3.14)

Unit - VI: APPLICATIONS

To make the students aware of different type of data sets. To solve graphical representations
introducing of descriptive statistical measures, including those for two variables
Text Books:

1. Statistics Theory and practice — R.S.N. Pillai & Bagavathi.

2, Statistical Methods — S.P. Gupta.

CO-PO Mapping for Applied Statistics — I
Pos

Cos |PO1 |PO2 |PO3 |[PO4 |[PO5 |PO6
Col |1 -
Co2 |- -
COo3 |- -
CO4 |- -
CO5 |- - - - -

(AR 6 S
|
"

2
2
1
1

(High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naacchiyaar Govt. Arts College (W)Autonomous, Thanjavur

PRACTICAL-II(APPLIED 2IK4GAS2P | InstHrs:3 | Credit: 3

SEM | AC2P
STATISTICS - 1II)

v

Course objectives:
1. To provide students with demonstrate their understanding of descriptive statistical data

Course Qutcomes:

Cos Statements

co1 Knowledge of Statistics scope and importance in various areas such
as Medical, Engineering, Agricultural and Social Sciences etc.

Co2 Evaluate the diagrammatic representation
Knowledge of various types of data, their organisation and evaluation of

CcCO3 summary measures such as measures of central tendency and dispersion
elc.

CO4 Knowledge of various types of data, their organisation and evaluation of
summary measures such as measures of dispersion efc.

CO5 Evaluation of skewness and kurtosis.

Unit -1 : DIAGRAMS AND GRAPHS
Construction Diagrams — Bar Diagrams and Pie Diagrams. Graphs — Histogram,
Frequency Polygon, Frequency curves and Ogives. Text Book 1 Chapter 1,2

Unit = II : MEASURES OF CENTRAL TENDENCY
Computation of Arithmetic Mean, Median, Mode, Geometric mean and Harmonic mean.

Text Book 1 Chapter 2

Unit - IIT: MEASURES OF DISPERSION

Computation of Dispersion — Quartile Deviation, Mean deviation, Standard deviation .
Text Book 1 Chapter 2
Unit - IV :MEASURES OF SKEWNESS,

Computation of Karl Pearson’s co-efficient of Skewness and Bowley’s co-efficient of

skewness. Text Book 1 Chapter 2
Unit — V: CORRELATION, REGRESSION EQUATIONS

Computation of Karl Pearson’s co-efficient of Correlation, Concurrent deviation method
and Spearman’s Rank Correlation. Yule’s co-efficient of Association. Text Book 1 Chapter 10,11

Unit — VI : APPLICATIONS
Draw the diagram and graph based on the data. Calculate the central tendency

dispersion of the data.
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High correlation -3, Moderate correlation-2), No correlation-(-).
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Kunthavai Naacchiyaar Govt. Arts College (W)Autonomous, Thanjavur

SEM | Ac3 APPLIED STATISTICS - 111 22K4GAS3 | Inst.Hrs:3 | Credit: 3
v

Course objectives:
1.The students with methodological tools and statistical techniques, explaining large sample

test
2.Tounderstand small sample test will help them to undertake empirical research

independently.

3. The students should have understood the applications and nature of the probability
distributions such as test in t and o’
4. To gain on statistical concept to include measurements of probability distribution

5. knowledge about important inferential aspects such as point estimation, test of hypotheses
and associated concepts

Course outcomes:
Cos Statements
COl Knowledge of other types of data reflecting quality characteristics including
concepts of independence and association between two attributes,
co2 Generate the Correlations and Regression equations
Apply the concepts of time series and index numbers
co3 in real life situation
CO4 Explain the concepts of testing of hypotheses (large sample test )
CO5 Explain the concepts of testing of hypotheses (small sample test)

Unit — I: ASSOCIATION OF ATTRIBUTES

Association of Aftributes (two attributes), Nine Square table, types of association,
Methods of studying association — Yule’s Co-efficient of association — Definition and problems.

Text Book 1:Chapter :17
Unit — II: CORRELATIONAND REGRESSION

Simple correlation — Definition and types of correlation — Methods of studying correlation
_ Scatter diagram, Karl Pearson’s coefficient of correlation, Spearman’s rank correlation
coefficient and Simple Linear Regression analysis (problems).
Text Book 1:Chapter :12,13

Unit - 111 : TIME SERIES

Time Series — concept and definition, Components of Time Series — Secular trend,
Seasonal variation, cyclical variation and Irregular variation. Measurement of Trend only by the
method of moving average and method of least squares.
Text Book 1:Chapter :15
Unit - IV: TESTING OF HYPOTHESIS

Testing of hypothesis — Definition of hypothesis — null hypothesis and alternative
hypothesis, standard error, level of significance, critical region, parameters and statistic. Type I
and Type 11 errors, one tailed and two tailed tests, Test procedure.
Text Book 1:Chapter :20 q D
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Unit — V:SAMPLING METHODS AND PROBABILITY

Basic sampling methods — Simple random Sampling, Stratified random Sampling,

Systematic Sampling and Quota Sampling (No derivations).
Elements of set theory, definition of sample space. Probability, its definition, additive and

multiplicative laws of probability( Concepts and statements only) Simple problems(No
derivations).
Text Book 1:Chapter :19

Unit - VI: APPLICATIONS

The students with methodological tools and statistical techniques, explaining large sample test
and small sample test will help them to undertake empirical research independently.

Text Books

1. Statistics theory and Practice — R.S.N. Pillai & V.Bagavathi(VIl Edition)(Reprint -2013).
2. Comprehensive  Statistical Methods —P.N.Arora,Sumeet  Arora,S.Arora  (IV
Edition)(Reprint- 2013).

CO-PO Mapping for Applied Statistics — I11

Pos
Cos PO1 PO2 | PO3 PO4 | POS PO6
CO1 1 - - - 2 -
co2 |- - 2 - - 2
co3 |- - 2 - - 2
co4 |- - 2 - - 1
Cos5 |- - - - - 1

(High correlation -3, Moderate correlation-2), No correlation-(-).

9
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Kunthaval Nancchiyaar Govt, Arts Collepe (W)Autonomous, Thanjavar

Inst. 0 ry:4 lf.'ruﬁl:ﬁ

Course objectives:
1. The course aims to introduce the basle contepts In statistics.

2, To provide students with demonstrate their understanding of descriptive statistical data

3. Learning the preliminary tools and concepts (diagrams and graphs)

4. To make the students aware of dillerent type of data sets,

5. To solve graphical representations introducing of descriptive statistical measures, including
those for two variables,

Course Outcomes:

Cos Statements

Knowledpe of Statistics scope and importance in various

CO1 areas such as Medical, Engineering, Agricultural and Social

Sciences etc, . Fo o -
Information about various Statistical organizations in India and
their functions for societal developments,

Knowledge of various types of data, their organization and
CO3 evaluation of summary measures such as measures of central
tendency and dispersion ele.

CO2

Generate the Correlations and Regression equations

CO4
COb Evaluation of skewness and kurtosis.

Unit -1 : COLLECTION AND CLASSIFICATION

Definition of Statistics — its functions and Characteristics. Statistical data — Primary and
Secondary data. Methods of collecting primary and secondary data. Classification — definition,
objects of classification and types of classification, Text Book Chapter I (Sec: 1.1 - 1.4)

Unit - 1I: DIAGRAM AND GRAPHS
Diagram -Types of diagrams — Simple bar diagram and component bar diagram. Simple
Pie diagram . Graphs — Histogram and frequency polygon. Text Book  Chapter 2 (Sec: 2.1-

22)
Unit - 111: MEASURES OF CENTRAL TENDENCY

Measures of Central Tendency — Arithmetic Mean, Median, Mode, Geometric mean and
Harmonic mean — merits & demerits, Quartiles, Text Book Chapter 2 (Sec: 2.3-2.9), Chapter 3

fSﬂc.'.iJ- 319, 3-13, 3- I‘_J

Unit - 1V: MEASURES OF DISPERSION

Measures of Dispersion — Range, Quartile deviation, Mean deviation and standard deviation
— their cocfficients, merits and demerits — simple problems. Text Book Chapter 3 (Sec:3.1- 3.9,

3.13,3.14)
70




<

.3~3--;.3~)~Jduuuuuuut,(,(cCCCC‘C‘G‘.--“C‘

-
]

- -9 9

Unit - V: MEASURES OF SKEWNESS AND KURTOSIS
Measures of Skewness — Karl Pearson’s coefficient of Skewness and Bowley’s coefTficient of

Skewness — problems. Concepts of Kurtosis only. Text Book Chapter 3 (Sec: 3.13, 3.19)

Unit — VI: APPLICATIONS

To make the students aware of different type of data sets. To solve grap}.]ica]
representations introducing of descriptive statistical measures, including those for two

variables.

Text Books

1.8.C.Gupta and V.K.Kapoor - Fundamentals of Mathematical Statistics, sultan and
sons.

2. S.P.Gupta - Statistical Methods, sultan and sons. (Revised Edition 2001)

CO-PO Mapping for Statistics For Economics — I

Pos
Cos PO1 PO2 PO3 PO4 PO35 PO6
COl1 1 - - - 2 -
co2 |- - 2 - - 2
co3 |- - 2 - - 2
co4 |- - 2 - - 1
CO5 - - - - = 1

(High correlation -3, Moderate correlation-2), No correlation-(-).

98
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Kunthavai Naacchiyvaar Govt. Arts College (W)Autonomous, Thanjavur

SEM TAC2 STATISTICS FOR ECONOMICS — 11]  22K4ECAS2 | Inst.Hrs:4[ Credit: 3
v

Course objectives:
1.The students with methodological tools and statistical techniques, explaining large sample

st
2To understand small sample test will help them to underlake empirical rescarch
independently.
3. The students should have understood the applications and nature of the probability
distributions such as test in t and y'.
4. To gain on statistical concept to include measurements of probability distribution
5. knowledge about important inferential aspects such as point estimation, test of hypotheses
and associated concepts

Course outcomes:

Cos Statements
COl Knowledge of other types of data reflecting quality characteristics including
concepts of independence and association between two attributes,
COo2 Generate the Correlations and Regression equations
Apply the concepts of time series and index numbers
CO3 in real life situation
CcOo4 Explain the concepts of testing of hypotheses (large sample test )
| CO5 Explain the concepts of testing of hypotheses (small sample test)
L

Unit — I: ASSOCIATION OF ATTRIBUTES

Association of Attributes (two attributes), Nine Square table, types of association,
Methods of studying association — Yule's Co-efficient of association — Definition and problems.
Text Book 1 Chapter 17

Unit — II: CORRELATION AND REGRESSION

Simple correlation — Definition and types of correlation — Methods of studying correlation
— Scatter diagram, Karl Pearson’s coefficient of correlation, Spearman’s rank correlation
coefficient and Simple Linear Regression analysis (simple problems only ).
Text Book 1 Chapter 12,13

Unit — I11 : TIME SERIES

Time Series — concept and definition, Components of Time Series — Secular trend,
Seasonal variation, cyclical variation and Irregular variation. Measurement of Trend only by the
method of moving average and method of least squares. Text Book 1 Chapter 15
Unit - IV: TESTING OF HYPOTHESIS

Testing of hypothesis — Definition of hypothesis — null hypothesis and alternative

othesis. standard error, level of significance, critical region, parameters and statistic. Type I

and Type 11 errors, one tailed and two tailed tests, Test procedure. Text Book 1 Chapter 20

In
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Unit = Vi LARGE AND SMALL SAMPLE TESTS

Large sample tests — Test for single mean and difference between two means. Test for single
proportion and difference between proportions

Procedure and problems

Small sample tests — Chi-square test for independence of attributes (Two attributes only), ‘U test
for single mean, difference between two means and paired ‘1" test (Procedure and - problems ).
Text Book 1 Chapter 19

Unit = VI: APPLICATIONS

The students with methodological tools and statistical techniques, explaining larpe sample test

and small sample test will help them to undertake empirical research independently.

Text Books

3. Statistics theory and Practice — R.S.N. Pillai & V.Bagavathi(VIl Edition)(Reprint -2013),
4. Comprehensive
Edition)(Reprint- 2013).

Statistical

Methods

' N.Arora, Sumect

CO-PO Mapping for — Statisties for Economics — 11

Pos R
Cos PO1 PO2 [PO3 [PO4 |PO5S | POO
col |1 - - - 2 3| (LIRS
co2 |- - 2 - - 2
co3 |- - 2 - - |2
) [ e P S .
COo5 |- - - - - you___|

(High correlation -3, Moderate correlation-2), No correlation-(-).

Arora,S. Arora

(v
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Kunthavai Naacchiyaar Govt. Arts College (W)Autonomous, Thanjavur

SEMII| AC1

STATISTICS AND MATHEMATICS |22K2BBAS1 | 1nst.Hrs:4| Credit: 3

FOR MANAGEMENT
Course objectives
I. The course aims to introduce the basic concepts in statistics.
2. Learning the preliminary tools and concepts (diagrams and graphs)
3. To make the students aware of different type of data sets .
4. To solve graphical representations introducing of descriptive statistical measures,
including those for two variables
Cos Statements
Describe the basic concepts in sample surveys and data. Knowledge of
CO1 Statistics scope and importance in various areas such as Medical,
Engineering, Agricultural and Social Sciences etc.
co2 Estimate the various types of data, their organisation and evaluation of summary
measures such as measures of central tendency and dispersion etc.
co3 Generate the Correlations and Regression equations and estimate various index
numbers
CO4 Solve the real life analysis problems.
CO5 Use appropriate method of matrix.

Unit - I : CLASSIFICATION AND TABULATION, DIAGRAM, GRAPHS
Statistics — Definition, Merits and demerits. Methods of collecting Primary data and

Secondary data.

Classification and Tabulation — Objectives, Types and Uses. Bar Diagram —

Simple, Component, Multiple, Percentage and Pie diagram. Graphs — Histogram & Ogives.
Unit - II: MEASURES OF CENTRAL TENDENCY

Measures of Central Tendency — Mean, Median, Mode. Merits, Demerits and simple
problems. Measures of Dispersion Range, Quartile Deviation, Standard Deviation.
Unit - ITII: CORRELATION AND REGRESSION

Simple correlation — Karl Pearson’s correlation coefficient and Spearman’s rank
correlation coefficient. Simple Regression lines — Simple problems.
Unit - IV: INDEX NUMBERS

Index numbers — Laspeyre’s, Paasche’s and Fisher’s Index numbers — Simple problems.
Unit - V: LINEAR PROGRAMMING PROBLEM, GRAPHICAL METHOD

Definition of Linear programming problem, Decision variable — Basic

Assumptions —

Mathematical formulation of the Problem — Procedure of solving LPP by

Graphical Method — Simple problems (Two variables only)

Unit - VI: APPLICATIONS

To solve graphical representations introducing of descriptive statistical measures,
including those for two variables.

6
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Text Books:

Statistics Theory and Practice — R.S.N. Pillai & V.Bagavathi (VII Edition)(Reprint -
2013).

2. Comprehensive Statistical Methods — P.N.Arora,Sumeet Arora,S.Arora (IV Edition)
(Reprint- 2013).

3. OperationResearch-S.Kalavathy — II Edition (Reprint - 2007)

4, A. Singaravelu — Allied Mathematics — 11 .

CO-PO Mapping for Statistics and mathematic for management

Pos

Cos PO1 PO2 PO3 PO4 PO35 POG6

Col |1 - - - 2 .

cO2 |- - 2 2

CO3 |- - 2 2

CO4 |- . ) . - 1

CO5 |- - - - - 1

(High correlation -3, Moderate correlation-2), No correlation-(-).
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IV. Continuous Internal Assessment System

; Components : VP
Maximim Attendance CIA Seminar / Assignment Passing Minimum
Theory 25 05 15 05 10
Practical* 40 03 15 20 (Record) 16
* Department specific
V. Question Pattern
Part A Part B Part C

Semester Exam: Theory (75)

20 X 1=20 (Answer Al

5 X 5= 25 (Internal choice) | 3 X10 =30(Open choice)

Semester Exam: Practical (60)

5X10=50*

Semester Exam: SBEC Theory (75)

5 X 5= 125 {Internal choice)

5 X10 =50(Open choice)

2 X10 =20(Open choice)

CIA Exam: Theory  (50) | 10X 1=10 (Answer All) | 4 X 5= 20 (Internal choice)
CIA SBEC Theory  (50) | 4 x5 = 20 (Internal choice) | 3 X10 =30(Open choice) | - i
Model Exam Thoery  (75) | 20 X 1=20 (Answer All) | 5 X 5= 25 (Internal choice) | 3 X10 =30(Open choice)

Model Exam: Practical (50) *

3X10=

50

* Department specific
X . Question Allocation and Blooms Taxonomy for (Direct) Assessment

Unit | Section & Marks | Question Blooms Action Verbs
Number Level
Level 1: Choose, Define, Find, How, Label, List, Match, Name, Select,
1 |A( mark) |14 i Show, Tell, What, When, Where, Which, Who, Why
B (5 mark) 21 (a)and (b) | 1/1I Level I1: Classify, Compare, Contrasi, Demonstrate, Explain,
C (10 mark) 26 1/11 Extend. liustrate, Infer, Interpret, Quiline; Relate, Show,
A (1 mark) 58 11 Summarize, Translate
1 1/
£ 15 suni) 22 () and () 7T Level IT1: Apply, Build, Choose, Construct, Develop, Experiment
C (10 mark) 17 with, Identify, Inferview, Make use of, Model, Organize, Plan,
A (1 mark) 912 1/ Select, Solve, Ulilize
Hl [ B (5 mark) 23 (@) and(b) | /IV
C (10 mark) 28 1/ Iv Level IV: dAnalyze, Assume. Categorize, Discover, Dissect,
A (1 mark) 13-16 1/ Distinguish, Divide, Examine, Function, Inference, Inspect, Motive,
IV [B (5 mark) 24 () and (b) | T0/1V Relationships, Simplify, Survey, Take part in, Test for, Theme
10 29 VIVl
LTt mars) T Level V: Agree, Appraise, Assess, Award, Conclude, Criferia,
A (1 mark) ;;—26 3 ViV Criticize, Decide, Deduct, Defend, Determine, Disprove, Estimate,
vV | B mark) (a) and (b) Evaluate, Importance; Influence, Interpret, Judge, Justify, Mark,
Measure, Opinion, Perceive, Prioritize, Prove, Rate, Recommend,
C (10 mark) 30 vivi Rule on, Select, Support, Value
Level VI: Adapt, Combine, Compile, Compose, Construct, Create,
Delete, Desipn,  Develop,  Discuss,  Elaborate;  Estimate,
Formulate,  Happen,
Imagine, Improve, Invent, Make up, Maximize, Minimize, Modify,
Original, Originate, Plan, Predict, Prapose, Solution, Solve,
Suppose, Test, Theary
Secti
BL Nu.AOI Quutliinn: ( tlcl:ll‘ll] hT[::;L % of Marks
s T 12
s e a8 50
1il. Applying 20
- Analy i 2 % 8
[ 10 i .
AL -
[ :1 0 17
5 120 100
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XI. Teaching Methodology Adopted: (department specific) +
Department may adopted at least a 20 % of ICT enabled classes out of total
hours of each course work and proper documents (Date, Hour, Course and
unit, name of the faculty and sign of the representative student) to be
maintained for the same

XI1. Outline of Learning Outcomes- based Curriculum Frame
work (LOCF)

(All the following categories of courses will be given wi
1. LC: Language Course (Part I):

2. ELC: English Language Course (Part II):
3. CC: Core Course

4, AC: Allied Course

5. EC: Elective Course :

6

7

8

th definition, procedure and system of implementation)

. MBE: Major Based Elective:
. SBEC: Skill Based Elective Courses:
. (A) Internship-External
(B) Internship-Internal
(C) Field Work
9. VA: Value Added courses:
10. NME : Non-Major Elective:
11. VE: Value Education
12. ES: Environmental Studies
13. SSD: Soft Skill Development:
14: Extension and Extra Curricular Activities:
15. ECC - Extra Credit Course:
(A) SS-Self Study:
(B) MOOC:
(C) Add on Course:

* add-on Certificate Courses with 10-30 contact hrs conducting by Course
Coordinator of the department /College

# List of MOOC Courses will be given by the Course Coordinator

$ External or Internal Internship: 2 weeks During Month of March -
AprilExecuted by Internship Coordinator through internal guide
OR

Field work: Can be a field study / industrial visit During Month of March -
April Executed by Internship Coordinator through internal guide with
submitting a 10 tol5 page report.
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QUESTION BLUE PRINT (75 Marks)

O.No | Unit| Blooms Level
Part A
1 1 Remembering I/ Understanding I1
2 1 Remembering 1/ Understanding II
3 1 Remembering 1/ Understanding 11
) 1 Remembering 1/ Understanding II
5 11 Remembering 1/ Understanding 11
6 11 Remembering I/ Understanding II
7 11 Remembering 1/ Understanding 11
8 11 Remembering 1/ Understanding 11
9 IT1 Remembering 1/ Understanding 11
10 1 | Remembering 1/ Understanding 11
11 I | Remembering 1/ Understanding 11
12 11 | Remembering 1/ Understanding 11
13 IV | Remembering 1/ Understanding II
14 IV | Remembering 1/ Understanding 11
15 IV | Remembering I/ Understanding I
16 IV | Remembering 1/ Understanding 11
17 V Remembering 1/ Understanding 11
18 A Remembering 1/ Understanding 11
19 Vv Remembering 1/ Understanding II
20 A% Remembering I/ Understanding II
Part B
21 (a) 1 Remembering 1/ Understanding II
(b) 1 Remembering 1/ Understanding II
22 (a) 11 Remembering 1/ Understanding 11
(b) II | Remembering 1/ Understanding II
23 (a) 11 | Applying Il / Analyzing IV
(b) 11 | Applying III/ Analyzing IV
24 (a) IV | Applying III / Analyzing IV
(b) IV | Applying Il / Analyzing IV
25 (a) V Creating V / Evaluating V1
(b) V | Creating V / Evaluating V1
Part C
26 I Remembering 1/ Understanding I
27 11 Remembering 1/ Understanding I1
28 1 | Applying Il / Analyzing IV
29 IV | Applying Il / Analyzing IV
30 V | Creating V / Evaluating VI
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KUNTHAVAI NAACCHIYAAR GOVT. ARTS COLLEGE (W) AUTONOMOUS,

THANJAVUR - 613 007.

POST GRADUATE DEPARTMENT OF ST ATISTICS
U.G. Distribution of Credits and Hours for 2022-2023 Batch - Science

Part 1 Part 111
Language Course Core Course
Course | Sem. | Hrs. | Credit Course Sem. Hrs. Credit
I 1 6 3 | I 6 6
11 11 6 3 I 11 6 3
I11 111 6 3 11 11 6 6
v v 6 3 v 111 6 6
Total 24 12 v 111 5 3
Vi v 5 5
Part 11 Vil v 5 5
English Language Course VIl Vv 6 >
Course | Sem, | Hrs. | Credit 1X v 3 5
1 I B 3 X v 5 3
11 I 6 i] X1 VI 7 6
111 1m 6 3 X1l VI 6 6
v v 3 X111 VI 6 6
Part 1V Total 74 65
Value Education
Course | Sem. | Hrs. | Credit Allied Course
1 1 2 2 Course Sem. Hrs. Credit
Total 2 2 1 | 4 4
11 11 5 3
111 11 5 2
Environmental Studies v 111 5 4
Course | Sem. | Hrs. | Credit v IV 5 3
VI IV 4 2
I 1 2 2 Total 28 18
Total 2 2
Major Based Elective Course
Non Major Elective Course Course Sem. Hrs. Credit
Course | Sem. | Hrs. | Credit i \Y 5 5
1 111 2 2 11 VI 5 5
11 v 2 2 11 5 5
Total 4 4 Total 15 15
Skill Based Elective Course | Part V- Gender Studies, Extension and Extra Curricular Activities
Course | Sem. | Hrs. | Credit Course Sem. Hrs. Credit
| IV 2 2 | VI 1 1
11 A" 2 2 11 - 1
mn - 2 Total 1 2
Total 4 6 Skill Based Elective Courses
IV Semester — Life Skills
Soft Skills Development V Semester — value Added Course
Course | Sem. | Hrs. [ Credit V Semester — Internship / Field Work
1 v 2 v,
Total 2 2

Total Credits — 140
Total Hours - 180




